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Abstract—Nowadays demand for artificial intelligence (AI)
enabled mobile platforms is increasing. From healthcare services
to defense and from remote to urban area, there is a huge
demand of secured and power efficient devices. The performance
of these platforms can be enhanced by providing an efficient
compute engine. These compute engines perform a huge amount
of matrix operations. The most popular choice for large matrix
computation is a systolic array. In general, the systolic array
performance degrades for the large input matrices, due to the
trade off between resource utilization and computation delay. To
address this issue, we need a systolic array with a control unit
to re-configure the array according to the requirement of the
computation. Computation array can be further improved by
handling the negative weights and reduce the MAC operations.
In this paper, we proposed a generalized bfloatl6 based systolic
array in which the sign of the partial sum (PS) is predicted
before computation. The PS sign aids in network pruning
which enhances system performance. The proposed system is
implemented on a Virtex-7 FPGA board and it performs 2.21x
and 4.19x better in terms of area and power compared to single-
precision based systolic array.

Index Terms—Systolic, Floating-point
Bfloat16, DNN

number system,

I. INTRODUCTION

In the era of artificial intelligence, a model needs to be
trained with a huge dataset. The training and inferencing of
a deep neural network (DNN) is generally performed in a
graphics processing unit (GPU) because they are faster and
more efficient than a CPU. This is due to its parallelism
[1]. Nowadays, a tensor processing unit (TPU) is employed
for computations, it is a custom ASIC solution available for
DNN applications [2]. TPUs are designed for servers in a
datacenter as they consume more energy. The DNN application
needs to perform matrix computations (either multiplication
or convolution operation) and systolic processors can be
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employed for this purpose [3]. The network of processing
elements (PEs) forms a systolic array and it is fully pipelined
and uniform. These array architectures reduce the area of
a chip by communicating data simultancously among PEs.
However, a lack of proper dataflow reduces its computation
speed.

The systolic arrays are employed for matrix computation
[4]. The convolution computation module can be converted to
a matrix multiplication unit by an image to column (im2col)
algorithm [5], shown in Figure 1. The scheduling of PEs
in systolic array is determined by data mapping and its
flow. The most commonly used dataflow technique is output
stationary (OS) [2] [4], since it reuses the output data during
computation. The OS dataflow is shown in Figure 1. The
output matrix is a fixed array and both input matrices are
shifted horizontally and vertically among PE tiles [4]. This
array is used in traditional convolution applications (such as
convolution neural network). The dimensions of the PE array
of typical convolution layers are much larger than systolic
array size. Due to which, proper tiling and processing is
required to fully exploit the systolic array [4].

However, there are a few special cases of convolution
which are complex to compute. The discontinuous feature
map and insufficient filter dimensions (input of the PEs)
is responsible for computation complexity and this leads to
serious performance loss and the systolic array shrinks to a 1-
D array only (or matrix to vector multiplication). These issues
can be addressed by designing a systolic processor, with a
proper dataflow and data mapping, to exploit all the PEs of a
systolic array.

As we know in the era of artificial intelligence, a DNN
provides better accuracy. Therefore, a DNN models must be
trained with a large amount of data which needs billions of















