
Vol.:(0123456789)1 3

International Journal of Computational Intelligence Systems           (2022) 15:76  
https://doi.org/10.1007/s44196-022-00141-1

RESEARCH ARTICLE

Sequence of U‑Shaped Convolutional Networks for Assessment 
of Degree of Delamination Around Scribe

Veronika Rozsivalova1 · Petr Dolezel1  · Dominik Stursa1 · Pavel Rozsival1

Received: 23 December 2021 / Accepted: 1 September 2022 
© The Author(s) 2022

Abstract
The application of protective layers is the primary method of keeping metallic structures resistant to degradation. The 
measurement of the layer resistance to delamination is one of the important indicators of the protection quality. There-
fore, ISO 4628 standard has been issued to handle and quantify the main coating defects. Here, an innovative assessment 
of degree of delamination around a scribe according to ISO 4628 standard has been practically realized. It utilizes an 
computer-driven deep learning-based method. The assessment method is composed of two shallow U-shaped convolutional 
networks in a row; the first for preliminary and the second for refined detection of delamination area around a scribe. The 
experiments performed on 586 samples showed that the proposed sequence of U-shaped convolutional networks meets the 
edge computing standards, provides good generalization capability, and provides precise delamination area detection for 
a large variability of surfaces.

Keywords Coil coating · Delamination · Semantic segmentation · Deep learning

Abbreviations
EN  European Standard (from the German name 

Europäische Norm)
FCN  Fully convolutional neural network
FN  False negative
FP  False positive
ISO  International Organization for Standardization
RGB  Red, green, blue color model
TN  True negative
TP  True positive

1 Introduction

Coil coating technology is a process of coating protective 
layers (e.g., primers, paints, epoxides, plastics, laminates, 
etc.) over metallic substrates, see [12, 24] for more informa-
tion. The process of coating usually results in a multilayered 
structure consisting of a primer and top coat (or several top 
coat layers). This creates very beneficial effects although 
the coating thickness is very low, reaching tens of microns 
(about 30-40 �m), as it has been argued in [22]. The technol-
ogy of coil coating is a very effective approach to improve 
the corrosion resistance of metals and prolong their lifetime. 
It is widely used in roofing systems, architectural elements, 
and interior applications, since it provides great flexibility, 
low added weight to a coated element, and various possibili-
ties of special effects (color shifting, shining, and sparkling). 
Coil coated materials can also be easily bent, twisted, or 
formed without damaging their surface.

Nevertheless, the protective layer can be mechanically 
damaged by scribes or scratches and then the corrosion 
caused by water, sun, salt or corrosive gases and vapors can 
make irreversible changes to the metallic structure, see [3]. 
The resulting defects can be very diverse, and range from 
chalking and blistering to flaking or rusting of the coated 
metal. Hence, it is important to test coated surfaces under 
the conditions which closely simulate outdoor exposition.
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The degradation resistance of coil coated metallic struc-
tures is evaluated according to the European Standard EN 
13523-8 “Coil coated metals. Test methods. Resistance to 
salt spray (fog)” by exposing a test specimen to a salt fog at a 
defined temperature for a given time. During this procedure, 
a specimen is tested using the International Organization for 
Standardization ISO 4628 standard “Paints and varnishes. 
Evaluation of degradation of coatings. Designation of the 
quantity and size of the defects and intensity of uniform 
changes to appearance”. The ISO 4628 standard has been 
defined for the purpose of the assessment and quantification 
of the main defects that can occur in coatings.

The ISO 4628 standard is a comprehensive document, 
which offers a more than necessary number of approaches 
for evaluation of every possible type of coating defect. In 
most cases, a manual evaluation of samples is recommended, 
e.g., in [3, 9, 22]. Unexpectedly, a limited number of tech-
niques for an automated assessment described in the ISO 
4628 standard have yet to be practically realized. For exam-
ple, [16] utilized a non-contact laser profilometer to measure 
the profile differences in the sample and, consequently, the 
relief defects in the coating. The profilometer output was 
processed using commercial software for the image process-
ing (Adobe Pro Suite, Adobe inc.). In [5], the authors used 
an Epson Perfection 3170 scanner for RGB (Red, Green, 
Blue Color Model) image acquisition and the corrosion 
in the images was evaluated using Adobe Photoshop Ele-
ments 2.0 and an open source software ImageJ. Classical 
approaches of the image processing for degradation evalu-
ation were also used in works [7, 14]. Additionally, [25] 
presented an approach to quantify corrosion susceptibility 
based upon electrical resistance and colorimetric outputs.

A common drawback of the above-mentioned approaches 
is the emphasis on a limited range of materials, surfaces, or 
colors of the coating. Conversely, industrial entities ask for 
a generally applicable robust system. In accordance with 
this trend, deep neural networks have proven themselves to 
be very successful in image processing tasks dealing with a 
wide scope of input data. In response to this corrosion detec-
tion demand, [20] presented a semantic segmentation deep 
learning-based approach and an efficient image labeling tool 
to detect, segment, and evaluate corrosion in the images. 

Their method was proposed for classifying each pixel of a 
corrosion segment into user-prescribed categories such as 
light corrosion, medium corrosion, and heavy corrosion. The 
authors in [19] introduced an automated detection of cor-
rosion in used nuclear fuel storage canisters, by employing 
residual neural networks. Furthermore, a method for inspec-
tion and characterization of external corrosion in pipelines 
using a deep learning-based method is presented in [2].

However, to the best of our knowledge, a deep learning-
based method for automatic or autonomous evaluation of 
degradation of coatings according to the ISO 4628 stand-
ard has not yet been introduced. Therefore, the aim of this 
article is to present an autonomous efficient deep learning-
based method, which implements the ISO 4628-8 standard 
“Assessment of degree of delamination and corrosion around 
a scribe or other artificial defect”. This standard is a part of 
the ISO 4628 standard, and it specifies a method for assess-
ing delamination and corrosion around a scribe on a coated 
panel, or other coated test specimens, caused by a corro-
sive environment. The specification includes the criteria for 
evaluating the intensity and quantity of the delamination of 
the coating or corrosion of the specimen. A numerical scale 
from 0 to 5 (represented in millimeters) is adopted for evalu-
ation, where 0 stands for the absence of changes, while 5 
means defects so notable that further discrimination is not 
reasonable. A general pipeline of the presented method is 
depicted in Fig. 1. As indicated in the figure, the presented 
method requires a metal test specimen inserted into the RGB 
image acquisition device. Subsequently, the RGB image of 
the specimen is processed by a deep learning device, which 
performs image semantic segmentation. A black and white 
image is a result of this operation, where white color repre-
sents the area of delamination. Finally, the black and white 
image is processed by an evaluation device, which grades 
the specimen according to the white area ratio in the image.

The presented method is applicable to a wide range of 
coatings, regardless of color, asperity, or reflectivity. Addi-
tionally, the method requires no special hardware for data 
acquisition and is computationally efficient enough to be 
implemented using the edge computing tools. Examples of 
the various types of coatings, that are considered within the 
presented method, are shown in Fig. 2.

RGB image
acquisition

device

Deep learning
device

Evaluation
device

4

Test specimen RGB image Black and white
image Grade

Fig. 1  A pipeline of the presented autonomous method for the assessment of the degree of delamination around a scribe
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2  Related Work

Image semantic segmentation is an essential procedure 
in the presented method. The objective of semantic seg-
mentation is generally to convert the original image into 
a representation, which is easier to analyze. Specifically, 
each pixel of the original image is labeled with a corre-
sponding class. Hence, by densely labeling all the pixels 
of an image, abstract representations of objects or their 
shapes in the original image can be constructed.

As explained by [17], deep learning-based methods 
to image semantic segmentation can be divided into tens 
of groups, according to many distinctive criteria. The 
selected deep learning architectures, which have already 
proven to be effective with various practical tasks, are pro-
vided in the following paragraphs.

One of the first deep learning-based approaches for 
image semantic segmentation was the Fully Convolutional 
Network (FCN) proposed in [15]. The authors replaced 
existing convolutional neural network architectures by 
fully connected layers with convolutional layers. Their 
topology generated a spatial segmentation map for the 
original image instead of classification scores as the result.

At the present time, most convolutional neural network 
models for image semantic segmentation implement a con-
volutional encoder-decoder procedure. The SegNet model, 
proposed in [1], consists of an encoder part, which is topo-
logically identical to the thirteen convolutional layers in the 
VGG16 network, see [23], and a corresponding decoder part 
followed by a pixel-wise classification layer. The similar pro-
cedure was implemented with the ResNet model introduced 
in [10], MobileNet model introduced in [11], or DenseNet 
model introduced in [13] as a backbone. As an important 
part of encoder-decoder family of methods, U-shaped mod-
els attract remarkable attention. These models enhance their 
structure into the U-shaped topology with deconvolutional 
or up-sampling layers. The U-Net, designed by [21], pre-
sented also the so-called skip connection network topol-
ogy, and the BiSeNet [26] brought two parallel paths in its 
topology - a spatial path was designed to cover the spatial 
information and generate high-resolution features, while a 
context path was implemented to obtain a necessary recep-
tive field. Besides, various versions of attention mechanism 
were successfully implemented into semantic segmenta-
tion problems, especially in cases where the same objects 
occurred in different scales, with different contrast, or in 
different context. For example, authors in [18] introduced 

Fig. 2  Examples of test speci-
mens, that are considered within 
the presented deep learning-
based method
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an attention mechanism to an existing U-Net architecture 
and showed a substantial rise of the prediction performance 
in comparison to the original U-Net. Last of all, bearing 
in mind edge computing phenomenon, some authors tried 
to reduce the number of parameters of the existing archi-
tectures while keeping the performance. For example, [4] 
presented the Squeeze U-Net, which reduced the number of 
parameters from 30 million (original U-Net) to 2.59 million 
with similar accuracy.

3  Materials and Methods

3.1  Standard ISO 4628‑8

Various testing procedures of coil coated metals include, 
among others, measurement of degradation resistance to salt 
fog (standard EN 13523-8). Here, one of the typically evalu-
ated quantities is the assessment of the degree of delamina-
tion around a scribe, which is defined by the ISO 4628-8 
standard. The test specimen is horizontally scribed with a 
sharp edge and exposed to a corrosive environment of salt 
fog. After a defined period of time, the specimen is cleaned 
with tap water, and the residues of water are dried using 
compressed air. A loose coating is removed with a blade 
held at a sharp angle. See Fig. 2 for an example of specimens 
prepared by this procedure.

As stated by the ISO 4628-8 standard, two variants of the 
assessment of degree of delamination around a scribe can 
be implemented.

3.1.1  First Variant

The width of the area of delamination has to be measured 
at a minimum of six points uniformly distributed along the 
scribe. Subsequently, the arithmetic mean is determined and 
the resulting value is designated as the mean overall width 
of the zone of delamination, d1 , in millimeters.

The degree of delamination d, in millimeters, can be cal-
culated using the equation

where w is the width of the original scribe, in millimeters. 
See Fig. 3 for an example of application.

3.1.2  Second Variant

The area of delamination is determined in this approach. 
The standard proposes laying a transparent millimeter-grid 
paper over the plate and counting the number of squares 

(1)d = round

(
d1 − w

2

)
,

corresponding to the delamination area. Then, the degree 
of delamination d, in millimeters, can be calculated using

where A
d
 is the area of delamination, including the area 

of the scribe (in square millimeters), A
l
 is the area of the 

scribe in the evaluated area in square millimeters, and l is 
the length of the scribe in the evaluated area (in millimeters). 
See Fig. 4 for an example of application.

3.2  Dataset

To design a deep learning-based method for evaluation of 
coating degradation it is necessary to acquire an extensive 
dataset of various annotated specimens with diversified 
color, asperity, or reflectivity of coatings and dispersed 
degrees of delamination. To do so, 586 coated specimens of 
150 × 100 mm were prepared. The samples contained white, 
blue, green, gray, brown, dark blue, orange, red, black and 
yellow coatings in fine and coarse (structured) variants. A 
narrow horizontal scribe (0.5 mm width) was made with an 
iron nail through the coating of every sample to expose the 
uncoated material. The specimens were then inserted into a 
salt fog chamber for a defined period of time—120 h, 240 h, 
480 h, 720 h and 1440 h. After exposure, the specimens were 
cleaned as described above, scanned by a flatbed scanner and 

(2)d = round

(
A
d
− A

l

2l

)
,

Fig. 3  The mean overall width of the zone of delamination is defined 
as a sum of the abscissa lengths shown in the figure divided by six

Fig. 4  White area is the area of delamination, the scribe is marked by 
red



International Journal of Computational Intelligence Systems           (2022) 15:76  

1 3

Page 5 of 11    76 

annotated using a custom-made application named Delami-
nation Labeler (see Fig. 5 for an example). As a result, 586 
input-output pairs were created. Finally, the dataset was ran-
domly divided into a training set (456 samples) and testing 
set (130 samples).

3.3  Sequence of Convolutional Neural Networks 
for Delamination Area Detection

To autonomously address the problem of image semantic 
segmentation, as shown in Fig. 1, a sequence of deep learn-
ing networks is proposed. The sequence consists of two con-
secutive neural networks: the Raw Module and the Refine-
ment Module. The Raw Module provides the preliminary 
segmentation results of the input image. Subsequently, the 
input to the Refinement Module is attained by the concat-
enation of the input image and the output from the Raw 
Module. The Refinement Module is expected to improve the 
segmentation accuracy by correcting the segmentation result 
of the Raw Module according to the information from the 
input image. See Fig. 6 for a brief sequence of the proposed 
method.

The structure of both modules is inspired by the U-Net. 
In comparison to the original U-Net, a set of changes to 
the original U-Net topology is proposed to improve the 
inference time and to lower the memory requirements. As a 
result, each module includes less than 2 million parameters 
contrary to 30 million in the original U-Net.

3.3.1  Raw Module

Although the original U-Net created by [21] is an indisput-
able reference for the architecture of the Raw Module, there 

are several modifications implemented to prepare the archi-
tecture for edge computing applications. Overall, the Raw 
Module is shallower and contains fewer filters.

A 288 × 288 px RGB image of the test specimen is con-
sidered as an input to the module. The encoder part of the 
module uses a series of convolution operations (kernel size 
= 3 × 3 , rectified linear unit used as an activation function). 
A max-pooling layer (pool size = 2 × 2 ) is always included 
after two convolutional layers. The starting number of fil-
ters is 32 in the first convolutional layer, and this number 
is doubled after each max-pooling layer. Altogether, three 
max-pooling layers are implemented in the encoder part of 
the module. Additionally, three dropout layers (dropout rate 
= 0.2) are included for training purposes to lower the pos-
sibility of overfitting.

The decoder part of the module always starts with the 
concatenation block, which connects the output signal from 
the previous layer with the skip connection from the encoder 
part of the module. Then, two convolutional layers follow, 
and the signal is up-sampled to 2 × 2 using a bilinear inter-
polation. After every up-sampling operation, the number 
of filters in the convolutional layers is halved. Again, some 
dropout layers are included for training purposes. As a last 
operation, the signal from the decoder is activated using the 
hyperbolic tangent activation function.

The detailed scheme of the topology is shown in Fig. 7.

3.3.2  Refinement Module

The obvious idea for this module is to implement the same 
architecture as used in the Raw Module. Only the input 
would be a concatenation of the input image and the output 
from the Raw Module. This approach will be referred to 

Manual
annotation

Automatic
mask

generation

Fig. 5  The Delamination Labeler - a custom-made application for data annotation

Input Image Raw Module Refinement ModuleRaw Output Refined Output

Fig. 6  The proposed sequence of U-shaped convolutional networks
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as the Full-Size Refinement Module in the following text. 
Besides, another approach to the Refinement Module archi-
tecture is also proposed. Since the degree of delamination 
according to the ISO 4628 standard is provided as an integer 
number from a numerical scale between 0-5 millimeters, the 
authors believe that the resolution reduction at the output 
of the Refinement Module may not significantly reduce the 
accuracy of the provided degree of delamination. On the 
other hand, it may considerably decrease the inference time 
of the Refinement Module and the computational complexity 
of the operations performed in the Evaluation device (see 
Fig. 1).

Therefore, in comparison to the Raw Module, the up-
sampling operations in the decoder part are omitted, except 
for the first one. On the other hand, a max-pooling layer 
(pool size = 4 × 4 ) is added to the first skip connection. A 

max-pooling layer (pool size = 2 × 2 ) is also added to the 
second skip connection to match the signal dimensions in 
the decoder part of the module. This module (see Fig. 8) 
will be referred to as the Reduced Refinement Module in 
the following text.

3.4  Neural Network Training

The training of both modules is performed from scratch, 
minimizing a binary cross entropy loss function. As an ini-
tialization method, a normal distribution function with mean 
set to 0 and standard deviation set to 0.05 is applied. The 
Adam optimizer is implemented for the training. An initial 
learning rate of 0.001 is selected, and an exponential decay 
rate for the first and second moment estimates is set to 0.9 
and 0.999, respectively.

Conv2D

Dropout

MaxPool2D

UpSampl2D

Concat

Activation

(288, 288, 3)

(288, 288, 32)

(144, 144, 64)

(72, 72, 128)

(144, 144, 32)

(72, 72, 64)

(36, 36, 128) (72, 72, 256)

(144, 144, 128)

(288, 288, 64)

(288, 288, 1)

Fig. 7  The Raw Module. Numbers in the brackets refer to the dimensions of the signal

Conv2D

Dropout

MaxPool2D

UpSampl2D

Concat

Activation

(288, 288, 4)

(288, 288, 32)

(144, 144, 64)

(72, 72, 128)

(144, 144, 32)

(72, 72, 64)

(36, 36, 128) (72, 72, 256)

(72, 72, 128)

(72, 72, 64)

(72, 72, 1)

(72, 72, 32)

(72, 72, 64)

Fig. 8  The Reduced Refinement Module. Numbers in the brackets refer to the dimensions of the signal
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Data augmentation is used to avoid overfitting during 
training. Specifically, random rotation (range of a rotation 
angle = ± 5◦ ), horizontal and vertical flipping, horizontal 
and vertical translation (up to ± 5% of the input image height 
and width, respectively), and horizontal and vertical shear 
(shear intensity = 0.1) are applied.

Firstly, the Raw Module was trained using the training 
set. A random 15 % training sample ratio were used as the 
validation set and the rest was applied to 800 epochs of train-
ing (batch size = 8). After every epoch, the loss function 
over the validation set, defined as binary cross entropy, was 
evaluated. At the end, the model instance (i.e. the values of 
weights and biases) with the best performance value over 
the validation set during the whole training session was 
accepted for further processing. Moreover, 10 repetitions 
of the training session were carried out to deal with the sto-
chastic behavior of the training process.

Secondly, the responses of the Raw Module over the 
training set were evaluated and the results were stored to pre-
pare necessary input samples for the training of the Refine-
ment Module. Each output had to be concatenated with the 
original input image to get an expected array of the shape 
(288, 288, 4). Subsequently, the Refinement Module was 
trained with these input samples under the same conditions 
as above.

The performance of the proposed method was evaluated 
on a personal computer with Intel Core i5-8600K (3.6 GHz) 
CPU, internal memory 16 GB DDR4 330 (2666 MHz), 
video card NVIDIA PNY Quadro P5000 16 GB GDDR5 
PCIe 3.0. For evaluation of the inference time, NVIDIA Jet-
son NANO computer with Quad-core ARM A57 1.43 GHz 
CPU and 4 GB RAM was used. This single board computer 
is a generally accepted hardware for the benchmarking of 
deep learning-based edge computing applications.

3.5  Competitive Approach

To prove the proposed sequence of neural networks for 
delamination area classification, the performance is com-
pared with two state-of-the-art architectures - SegNet intro-
duced by [1] and U-Net firstly used in [21]. These networks 
are trained under the same conditions as the Raw Module 
listed above.

In addition, two classical image processing approaches, 
which have already been applied to the automated approach 
to assess the degree of delamination around a scribe [8], 
are included for comparison. The first approach implements 
an active contours method without edges proposed by [6]. 
Adversely, the other approach proposed in the cited refer-
ence is based more on “brutal force”. It implements a set of 
very basic image processing operations, including subtract-
ing the image of the sample from the image acquired at the 
beginning of the degradation process, filtration, thresholding 

and some other image adjustment operations. In accordance 
with the information provided in [8], these methods will 
be referred to as First Approach and Second Approach, 
respectively.

3.6  Evaluation Metrics

Two key aspects of the presented image semantic segmenta-
tion method are classification performance and time-com-
plexity. A common practice for the evaluation of the classi-
fication performance is calculation of accuracy over a testing 
set (a dataset independent of the training set). Semantic seg-
mentation is basically a pixelwise classification of the image 
content. For the classification of the delamination area, a 
true positive pixel is a pixel annotated as true in the target 
sample as well as in the refined output. A false positive pixel 
is annotated as true in the refined output, but is false in the 
target sample. A true negative pixel is a pixel annotated as 
false in the target sample as well as in the refined output. 
Finally, a false negative pixel is annotated as false in the 
refined output, but is true in the target sample. Then, the 
accuracy is given as

where TP is the number of true positive pixels in the tested 
sample, FN is the number of false positive pixels in the 
tested sample, FP is the number of false positive pixels in 
the tested sample, and TN is the number of true negative 
pixels in the tested sample.

To evaluate the classification performance comprehen-
sively, additional measures are also considered:

To evaluate time-complexity of the presented image seman-
tic segmentation approach to the competitive methods, a 
relative inference time is given as

where tC is the total inference time of a selected competitive 
approach over the testing set, and t is the total inference 
time of the presented approach with the Reduced Refine-
ment Module.

(3)Accuracy =
TP + TN

TP + FP + TN + FN
,

(4)Precision =
TP

TP + FP
,

(5)Recall =
TP

TP + FN
,

(6)F1-score =
2

Recall−1 + Precision−1
.

(7)� =
tC

t
,
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3.7  Pipeline for the Autonomous Method 
for the Assessment of Degree of Delamination 
around a Scribe

The whole pipeline of the autonomous method for the 
assessment of degree of delamination around a scribe can 
be outlined considering the following information (as pro-
posed in Fig. 1).

As a first step, an RGB image acquisition device must be 
carried out. Since no special requirements are demanded, 
any generic scanner or RGB camera can be considered. An 
interesting possibility would be a mobile phone with an 
integrated camera, since the whole method could be then 
deployed in a single body of common hardware.

Then, the image semantic segmentation approach needs 
to be implemented in the deep learning device. The pre-
sented sequence of the Raw Module and the Refinement 
Module can be applied using a wide range of computers 
from custom single board solutions to robust cloud-com-
puting services.

As a last step, the evaluation device is expected to 
process the segmented image into a specific value of 
the degree of delamination. This can be achieved by the 
generic implementation of either Eq. (1) or Eq. (2). From 
the practical point of view, the possibility, which is imple-
mented by Eq. (2), is probably less accurate, but it easily 
enables the manual correction of the potentially inaccurate 
result. This situation is depicted in Fig. 9.

4  Results and Discussion

The proposed sequence of the convolutional neural networks 
for the detection of delamination area, as well as the com-
petitive approaches, were trained according to the procedure 
addressed in Sect. 3.4 with the dataset described in Sect. 3.2. 
To show the capability of the proposed approach, the result-
ing values of the evaluation measures described in Sect. 3.6 
are summarized in Table 1. Note that the relative inference 
time is not evaluated for the last two rows of the table, since 
these methods are not based on deep learning and the imple-
mentation on the hardware developed for the deep learning-
based applications (see Sect. 3.4) would be misleading.

Furthermore, absolute frequencies of differences between 
the ground truth degree of delamination and degrees pro-
vided by each considered method using Eq. (2) were dem-
onstrated in Table 2. Specifically, the degree of delamina-
tion for each sample was assessed manually using the ISO 
4628-8 standard, and then using the presented approach. The 
resulting values, in millimeters, were subtracted to demon-
strate the difference between the ground truth result and the 
result provided by the proposed method. Additionally, the 
sum of absolute differences Σ|E| was determined to show 
the overall performance of the methods over the testing set. 
These values in Table 2 indicate the practical impact of the 
presented approach, since the clear number of errors, includ-
ing their magnitudes, is explicitly depicted.

Some examples of the delamination detection process are 
shown in Fig. 10.

Deep learning
device

Test specimen inaccurate segmentation

Evaluation
device

Manual
correction

Fig. 9  The possibility of manual correction of the result—if the process is supervised by a human operator, the length of the incorrectly placed 
abscissa (yellow arrow) can be corrected manually

Table 1  Evaluation results

Mean accuracies (mAcc), mean precisions (mPrec), mean recalls (mRec), mean F1-scores (mF1-sc) and 
relative inference time ( � ) evaluated over the testing set

Segmentation method Adapted from mAcc mPrec mRec mF1-sc �

Raw module & Full-size refinement module Proposed 0.9906 0.8813 0.8835 0.8824 1.1972
Raw module & Reduced refinement module Proposed 0.9892 0.8782 0.8747 0.8764 1.0000
U-Net [21] 0.9893 0.8906 0.8777 0.8841 1.3310
SegNet [1] 0.9755 0.7602 0.5452 0.6350 4.1056
First approach [6, 8] 0.8929 0.7124 0.7880 0.7483 –
Second approach [8] 0.9426 0.8563 0.5717 0.6856 –
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The evaluation results presented in Tables 1 and 2 speak 
in favor of the proposed approaches, together with U-Net. 
Using the considered testing dataset, there are only small 
differences between the results provided by the Raw Mod-
ule and Full-size Refinement Module, Raw Module and 
Reduced Refinement Module, and U-Net.

Considering mean accuracy as the first metric, the 
Raw Module and Full-size Refinement Module provides 
a value higher than 0.99, while the other two aforemen-
tioned approaches have values just less than 0.99. How-
ever, note that all considered approaches provide far 
higher accuracy results in comparison to precision and 
recall. This phenomenon is caused by a naturally imbal-
anced dataset, since the area of delamination is signifi-
cantly smaller than the rest of the image. Therefore, the 
number of true negative pixels is much greater than the 
number of positive pixels. In such situations, it is impor-
tant to consider precision, recall, and their harmonic mean 
- F1 score. The best value of precision is provided by 
U-Net, followed closely by both variants of the proposed 
approach. Looking at recall, the Raw Module and Full-
size Refinement Module delivers the best result. On the 
other hand, the recall results provided by SegNet and the 
Second Approach adopted from [8] are very low. Moreo-
ver, it is also necessary to consider the ratio of precision 
and recall values. In this case, both of the proposed meth-
ods deliver very beneficial results, i.e. the number of false 
positive pixels is in both cases very similar to the number 
of false negative pixels (if the number of false positive 
pixels is equal to the number of false negative pixels, the 
area of delamination is identified flawlessly). This feature 
clearly indicates the suitability of the proposed methods 
for delamination area detection.

Bearing in mind the relative inference time, the best 
result is naturally provided by the Raw Module and 
Reduced Refinement Module, followed by the Raw 

Module and Full-size Refinement Module. However, 
U-Net provides only 33 % worse inference time, which is 
far more acceptable in comparison to SegNet.

Looking at Table 2, in accordance with the aforementioned 
findings, the most suitable results are provided by the proposed 
approaches, in conjunction with U-Net. Apart from the low 
number of overall errors, the balanced distribution of positive 
and negative errors can be observed in the first three rows of 
the table. However, the sum of absolute errors Σ|E| clearly 
distinguishes the proposed methods contrary to U-Net. In 
other words, if the solution using U-Net evaluates the degree 
of delamination incorrectly, this error is usually larger than 
when applying the presented methods. Apparently, SegNet and 
the methods adopted from [8] give significantly less accept-
able results.

As a summary, an innovative assessment of degree of 
delamination around a scribe according to the ISO 4628 
standard is practically realized in this study. This represents, 
to the authors’ knowledge, the first comprehensive applica-
tion of convolutional neural networks to this problem. The 
proposed methods for delamination area detection (the Raw 
Module and Full-size Refinement Module, Raw Module and 
Reduced Refinement Module) provide comparable or better 
results against the current state-of-the-art techniques. Addi-
tionally, the proposed methods are computationally more effi-
cient, and less memory intensive compared to the well-known 
U-Net and SegNet.

When comparing the two presented methods, it is neces-
sary to stress, that the Reduced Refinement Module produces 
only a negligible reduction in quality compared to the Full-size 
Refinement Module. However, it is less computationally and 
memory intensive, and additionally, it provides a 16× smaller 
output image. This fact brings the potential of even more com-
putational cost reductions in subsequent data processing [e.g., 
implementation of Eq. (2)].

Table 2  Absolute frequencies 
of differences between ground 
truth degree of delamination 
and degrees provided by each 
considered method using Eq. (2)

ΣE means the sum of absolute errors provided by each method over the testing set

<− 2 mm − 2 mm − 1 mm 0 mm 1 mm 2 mm >2 mm ΣE

Raw module & 
Full-size refine-
ment module

1 2 10 104 13 0 0 30

Raw module & 
Reduced refine-
ment module

1 3 8 105 12 1 0 31

U-Net 1 4 5 109 3 2 6 41
SegNet 1 0 1 70 33 8 17 104
First approach 34 0 2 76 14 3 1 127
Second approach 3 0 0 72 40 10 5 84
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5  Conclusions

The presented results clearly showed the suitability of 
deep learning-based methods for the assessment of the 
degree of delamination around a scribe. All the metric 
values considered in this article indicate that the U-shaped 
convolutional neural networks are especially convenient 
for the fast and precise detection of the area of delamina-
tion of the coated surfaces. Additionally, the utilization of 
the sequence of two shallow U-shaped modules resulted 
in the delamination detection method, which meets the 
edge computing standards, provides good generalization 
capability, and shows good ratio of precision and recall. 
The method successfully provides precise delamination 
area detection for a large variability of surfaces.

Features of the presented deep learning-based delami-
nation area detection method predetermine its implementa-
tion in affordable compact devices, which will integrate all 
main parts (RGB image acquisition device, deep learning 
device, evaluation device) into one solid body. Such an 
instrument can be easily used in both the industrial praxis 
and laboratory experiments taking place under special 
operational conditions (explosion hazard, dusty, humid or 
corrosive environment).
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Original input images (288× 288 px).

Delamination detection using the Raw Module & Full-size
Refinement Module (288× 288 px).

Delamination detection using the Raw Module & Reduced
Refinement Module (72× 72 px).

Delamination detection using U-Net (288× 288 px).

Delamination detection using SegNet (288× 288 px).

Delamination detection using the First Approach
(288× 288 px) Dolezel et al (2018); Chan and Vese (2001).

Delamination detection using the Second Approach
(288× 288 px) Dolezel et al (2018).

Fig. 10  Examples of delamination detection using selected approaches
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