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ABSTRACT Robotic manipulation with a nontrivial object providing various types of grasping points
is of an industrial interest. Here, an efficient method of simultaneous detection of the grasping points is
proposed. Specifically, two different 3 degree-of-freedom end effectors are considered for simultaneous
grasping. The method utilizes an RGB data-driven perception system based on a specifically designed fully
convolutional neural network called attention squeeze parallel U-Net (ASP U-Net). ASP U-Net detects
grasping points based on a single RGB image. This image is transformed into a schematic grayscale frame,
where the positions and poses of the grasping points are coded into gradient geometric shapes. In order
to approve the ASP U-Net architecture, its performance was compared with nine competitive architectures
using metrics based on generalized intersection over union and mean absolute error. The results indicate
its outstanding accuracy and response time. ASP U-Net is also computationally efficient enough. With a
more than acceptable memory size (77 MB), the architecture can be implemented using custom single-board
computers. Here, its capabilities were tested and evaluated on the NVIDIA Jetson NANO platform.

INDEX TERMS Robotic grasping, grasping point detection, machine vision, deep learning, convolutional
neural network.

I. INTRODUCTION
The number of operational industrial robots relative to the
number of workers (i.e., robot density) is constantly growing.
In 2020, the global robot density was 113 units per 10 000
employees. In Western Europe, it was even a greater number
with 225 units per 10 000 employees [1]. Along with this
growth, the requirements for quality, price and new features
of industrial robots are also continuously increasing. The
ability to grasp objects is one of the essential functionalities
of modern industrial robots. Various approaches to robotic
grasping have long been researched. According to Kumra and
Kanan [2], the robotic grasping system is composed of the
grasping point detection using a perception system, trajectory
planning, and execution using a robotic arm. A demonstrative
example of a robotic grasping system is depicted in Fig. 1.
In this work, the first step of the robotic grasping system, i.e.
grasping point detection, is targeted.
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A perception system for the robotic grasping system is
supposed to solve a visual recognition problem in order to
detect graspable objects in a scene. The sensors applied to
perceive the scene are typically 3-D vision sensors, RGB-D
cameras or RGB cameras [3]. Consequently, the data for
graspable object detection are in the form of point clouds,
RGB-D maps or just classical RGB images. Nevertheless,
the crucial part is to detect and locate possible grasping points
in the scene from sensor information. In addition, the full
information provided to the subsequent step (i.e. trajectory
planning) must include the predicted position and pose of the
robotic arm end effector.

Apparently, perception system designers deal with several
important and interacting objectives. They need to select a
suitable type of sensor, detection algorithm and supporting
hardware. These choices depend on the scene arrangement
(types, positions, and poses of objects, light conditions, dusti-
ness, etc.), required minimal accuracy, required maximal
response time of the system, and cost. Considering sensor
types, 3-D vision sensors provide a very accurate 3-D map
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FIGURE 1. Example of a robotic stand with a perception system.
A conveyor belt brings objects for manipulation, an industrial camera
takes an RGB image of the scene, and the perception system determines
grasping points. Lastly, the robotic arm, which is equipped with two kinds
of end effectors, puts the objects into the desired positions.

of the scene, but they are expensive, and their frame-rate
is rather low. RGB cameras are affordable, provide high
resolution of the scene with high frame-rate, but only in 2D
perspective. Hence, RGB cameras are especially applied for
manipulation with objects scattered in a single-layer man-
ner. Contrary to RGB cameras, RGB-D sensors provide a
depth map of the scene. However, the resolution of the depth
map is often too low to be used for accurate grasping point
detection. Bearing in mind detection algorithms, a big differ-
ence is, whether the system deals with known or unknown
objects, whether the objects are primitive (cylinders, cubes)
or complex, whether the objects are scattered separately or
in dense clutters, whether overlapping positions occur in the
scene, etc. In addition, the supporting hardware needs to be
determined in order to fulfill the computational complexity
and required response time of the detection algorithm. While
some methods can be deployed on simple and affordable
single-board computers, others require full-weight industrial
computers with high computational capabilities.

In this work, a novel grasping point detection algorithm
usable in the perception system is proposed. The intention of
the proposed method is a fast detection and localization of all
feasible grasping points in the scene, which are suitable for
defined end effectors of the robotic arm, namely, parallel grip-
pers, and vacuum cups. The proposed method especially aims
at nontrivial objects with several possible grasping points.
These objects can be arranged in dense overlapping clutters.
Since RGB data are considered as the input source of infor-
mation, the method deals with arrangements, where objects
are scattered in a single-layer manner. Furthermore, due to
the RGB data, 3 degree-of-freedom end effectors (i.e. end
effectors with free position and fixed pose) are used. From
the practical point of view, 3 degree-of-freedom end effectors
are used by a large family of selective compliance assembly
robotic arms (SCARA). Although with limited number of
degrees of freedom, SCARA robots are generally faster than
comparable Cartesian robot systems and are therefore applied
to many time critical applications. Naturally, they are offered
by all main producers of industrial robots [4]–[6].

FIGURE 2. The object for manipulation (color variations). Each object
provides various grasping points for manipulation, depending on its
position and pose.

The key part of the proposed method is a specifically
designed fully convolutional neural network called attention
squeeze parallel U-Net (ASP U-Net). ASP U-Net transforms
the scene with the objects into a schematic grayscale image,
where the grasping points are highlighted with the gradient
geometric shapes. In addition, the full information about
the grasping point, necessary for the defined end effector,
is explicitly coded in those gradient shapes. ASP U-Net
can be deployed on selected single-board computers (espe-
cially targeted on NVIDIA Jetson NANO) with an acceptable
response time, which increases the probability of application
in industry.

As an example of the capabilities of the proposed method,
the perception system for grasping point detection of specif-
ically prepared nontrivial objects was implemented in this
work. These objects provide various edges suitable for a
parallel gripper and various planes for a vacuum cup - see
Fig. 2. Random clutters of these objects can produce an
infinite number of scene arrangements, where the feasibility
of the grasping points is affected by mutual disposition of
the objects. The authors believe that this example sufficiently
demonstrates the capabilities of the proposed method.

The key contributions of this article are as follows:

• An efficient method of grasping point detection for
manipulation using a robotic arm is proposed.

• The method is generally applicable for simultaneous
grasping point detection, and aims at various 3 degree-
of-freedom end effectors, i.e. end effectors with free
position and fixed pose (grippers, vacuum cups, screw
drivers, etc.)

• An enhanced approach to transformation of the RGB
image of the scene into a schematic grayscale image
is introduced. The positions and poses of the grasping
points are coded into gradient geometric shapes.

• The transformation is based on the specifically designed
fully convolutional neural network ASP U-Net. The net-
work is computationally efficient enough to be applied
using custom single-board computers.

II. RELATED WORK
Over the past decades, various approaches to the robotic
grasping have been introduced. Categorization of these
approaches can be performed according to many different cri-
teria. Principally, the robotic grasping method can be devel-
oped using an analytic or data-driven procedure. Analytic
approaches examine the geometric shape of the target object
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to recognize possible grasp poses. Data-driven (empirical)
methods, on the other hand, utilize machine learning, i.e. they
extract the information from sample data in order to detect the
grasp pose without having to be analytically programmed [7].
The following paragraphs are focused on a brief categoriza-
tion of data-driven methods, since they have, in most cases,
already been shown to outperform the analytic approaches
to the grasping point detection in terms of computational
complexity and accuracy [8], [9]. For analytic approaches,
the surveys of various methods can be found in [10], [11].

The data-driven approaches can be divided into model-
based and model-free methods [12]; or according to manip-
ulated object type (rigid, deformable, articulated, etc.) [13].
Significant criterion is whether the approach is capable of
handling unknown objects, or operates only with known
objects [14]. Furthermore, the approaches can be designed for
different kinds of sensors (RGB, RGD-D, ToF sensors, laser
scanners, or sensor fusion) [15], [16], and for various types of
end effectors (parallel gripper, three-finger gripper, vacuum
cup, or even custom-made gripper) [17]. Moreover, some
approaches deal only with grasping of a single separated
object, while others are able to handle grasping in a dense
clutter [18]. A comprehensive review of various categoriza-
tions of data-driven approaches can be found in the recent
work of Kleeberger et al. [9].
Considering the industrial environment with changing con-

ditions, highly variable surroundings and dynamical pro-
duction plans, very flexible but robust methods to robotic
grasping are needed. Specifically, data-driven model-free
approaches capable of handling multiple objects are required
due to industrial demand.Most recent academic contributions
to this area use deep convolutional networks [19] and even
some industrial robotics producers have begun to implement
deep convolutional networks-basedmethods in their commer-
cial applications [20].

Deep convolutional networks can be used for a grasping
point detection in two alternative ways. They can either be
used to provide an estimation of the object position and pose,
and subsequent evaluation of grasping points, or they can
provide the estimation of possible grasping point position in
a single step. Apparently, the first alternative provides more
data about the scene and enables utilization of this informa-
tion in various applications, such as quality control. However,
the second alternative is muchmore computationally efficient
and therefore faster.

A. DEEP CONVOLUTIONAL NETWORKS FOR OBJECT
POSITION AND POSE ESTIMATION
In recent years, convolutional network-based approaches
have been a leading methodology for the object position and
pose estimation. The most apparent input for position and
pose estimation is a 3D map or a depth map of the scene,
delivered by a point cloud and an RGB-D snapshot, respec-
tively. Considering these inputs, a broad set of approaches
has been introduced. For example, the OP-Net was presented
in [21]. The OP-net is a fully convolutional neural network

trained on synthetic data. Sock et al. [22] proposed the
architecture capable of jointly learning multiple subtasks (2D
detection, depth and 3D pose estimation), as well as joint reg-
istration of multiple objects. Another fully convolutional neu-
ral network was the PPR-Net introduced by Dong et al. [23].
This network estimated a position and pose for each point in
a point cloud of the object instance to which it belongs. Then,
the density-based clustering procedure was applied, and the
resulting position and pose was obtained by averaging the
predicted information for each cluster.

Since sensors providing a 3D map of the scene are still
expensive, several approaches aim to offer the object position
and pose estimation using a single or a sequence of RGB
images. As an example, Kehl et al. [24] presented a detector
for 3D instance detection and full pose estimation based on
SSD architecture [25]. The Deep-6DPose [26] implemented
another well-known architecture called R-CNN [27]. Another
approach was introduced in [28]. Authors here decoupled the
position and pose estimation based on a prior segmentation
step, and they considered both RGB and RGB-D input data.

B. DEEP CONVOLUTIONAL NETWORKS FOR DIRECT
GRASPING POINT ESTIMATION
Direct grasping point estimation is expected to be gener-
ally more time efficient than the object position and pose
estimation with a consecutive grasping point identification
in an estimated model of the object. In [29], one of the
first convolutional neural network-based applications for a
direct grasping point estimation was introduced. The authors
focused on the detection of grasping points suitable for paral-
lel grippers, and they also provided a comprehensive dataset
of grasping points with various suitability. Moreover, in [30],
the same dataset was used for real-time application. Similarly,
authors in [31] also dealt with a grasping point detection for
a parallel gripper, and they proposed a fully convolutional
neural network, whichwas based onResNet architecture [32].
In all the mentioned sources, the grasping point detector
worked in a sliding window way. Hence, the computational
complexity was strongly affected by the number of windows.
Another mutual attribute was that the grasping point was
always represented by a rectangle, which indicated the point,
pose, and opening of the parallel gripper. The mentioned
methods were able to correctly predict the grasping points
of scattered objects and displayed acceptable generalization
capabilities. These methods, however, often failed to work
with cluttered objects [19].

As an alternative to representation of the grasping point
as a rectangle, different approaches provided pixel-wise per-
formed transformations of the scene. These transformations
should represent an affordance of the robotic arm to grasp
the object in a particular point. One of the first works [33]
let the robot iteratively pick and drop objects to get a con-
tinuous density function. More recent contributions often
implement convolutional neural networks. In [34], the authors
provided a method which directly labels the areas affordable
to grip. These areas then needed to be transformed into
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specific information for a gripper. A multipart solution for
the grasping point detection was introduced in [35]. Here,
the authors considered a multifunctional gripper (vacuum cup
and parallel gripper in various poses) and they predicted the
grasping score for each type of gripping. Another pixel-wise
affordance-based method, which provided not only grasp-
ing points, but general surfaces for robotic manipulation,
was introduced in [36]. Lastly, authors in [37] proposed an
affordance interpreter network to predict a pixelwise affor-
dance map. Contrary to the above-mentioned methods, this
map provided several regions with various data about grasp-
ing (stable horizontal grasp points, negative grasp locations,
background, etc.). However, they did not consider different
end effectors.

C. DEEP CONVOLUTIONAL NETWORKS FOR
SEMANTIC SEGMENTATION
Semantic segmentation is an indispensable step in many
aforementioned approaches. The objective is always to trans-
form the input image into a representation that is easier to
analyse. According to [38], deep learning-based approaches
to image semantic segmentation can be divided into more
than 10 groups. In this contribution, selected example archi-
tectures, which have already proven to be efficient with some
specific tasks, are listed.

One of the first proposed deep learning-based works for
image semantic segmentation was the Fully Convolutional
Network (FCN) [39]. The authors modified existing architec-
tures by replacing fully connected layers with convolutional
layers. As the result, their model provided a spatial segmen-
tation map instead of classification scores.

Nowadays, most of the convolutional neural network
architectures for semantic segmentation are based on
convolutional encoder-decoder procedure. The SegNet archi-
tecture [40] consists of an encoder network, which is topo-
logically identical to the 13 convolutional layers in the
VGG16 network [41], and a corresponding decoder network
followed by a pixel-wise classification layer. This approach
was similarly used with ResNet [32], MobileNet [42] or
DenseNet [43] as a backbone. As a part of encoder-decoder
family of approaches, U-shape architectures attract special
attention. They refine their structure into theU-shape network
structure using deconvolutional or up-sampling layers. The
U-Net [44] introduced the skip connection network structure
as well, and the BiSeNet [45] brought two parallel paths in its
architecture. A spatial path was expected to preserve the spa-
tial information and generate high-resolution features, while
a context path was employed to obtain a sufficient receptive
field. Apart from that, attention mechanisms were success-
fully applied to semantic segmentation problems, where same
objects occurred in different scales, with different contrast or
in different context. As an example, authors in [46] proposed
an attention gate to an existing U-Net architecture and proved
a considerable rise of the prediction performance contrary
to the original U-Net. Lastly, considering edge computing,
some authors tried to reduce the number of parameters of

FIGURE 3. Considered end effectors. The parallel gripper (left) requires
the information about the position of the grasping point and the suitable
angle for grasping. The vacuum cup (right) requires the information about
the position of the grasping point only.

the existing architectures while keeping the performance.
Beheshti et al. proposed the Squeeze U-Net [47], which
reduced the number of parameters from 30 million (origi-
nal U-Net) to 2.59 million with the same accuracy using a
CamVid road scenes dataset [48].

III. METHOD STATEMENT
A. PROBLEM FORMULATION
Robotic manipulation with a nontrivial object providing
various types of grasping points is a complex task. A typical
industrial assignment consists of multiple, randomly placed,
oriented and cluttered objects on a conveyor belt (see Fig. 1).
The shapes of the objects are known in advance, but the
positions and poses are not. The perception system of an
employed robotic stand must be fast and accurate, enabling
a quick decision about the position of the grasping point and
an automatic replacement of the appropriate end effector at
the same time.

The herein proposed solution consists of an RGB
data-driven perception system which detects grasping points
based on a single RGB image of the scene and provides all
the necessary information for the 3 degree-of-freedom end
effector.

In order to keep the study concise, the following exper-
iments were limited to two types of end effectors; the
parallel gripper and the vacuum cup (see Fig. 3). Moreover,
the method targets on objects scattered in a single-layer
manner. The undeniable advantage of this arrangement is
the unnecessity of depth information, since all grasping
points occur in a similar vertical distance from the sensor.
Hence, RGB data can be considered as sufficient input source
of information. The nontrivial object for manipulation was
defined as shown in Fig. 2. The object provides two kinds of
grasping points – edge and plane – for manipulation using
either a parallel gripper or a vacuum cup, depending on the
object position and pose.

B. OBJECT POSES
The RGB perception system is intended for the grasping point
detection of the objects scattered randomly on a flat surface.
The above-mentioned conveyor belt transports the objects
to the robotic arm for further manipulation. Clearly, various
arrangements of the objects in the scene can occur, and each
individual arrangement presumably provides a specific set
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FIGURE 4. Grasping points of the object at various poses. All possible
grasping points are highlighted with a parallel gripper symbol and with a
vacuum cup symbol. Note that the object provides two opposite
rectangularly shaped edges and another four triangularly shaped edges.
However, the triangularly shaped parts of the objects are not considered
to provide a grasping point robust enough to be applied neither with the
parallel gripper (left image) nor with the vacuum cup (second image from
the right). These parts do not meet the minimal dimension requirements.
Hence, these points are not marked as possible grasping points.
Moreover, note that the pose of the object situated in the fifth image
does not provide any grasping point at all.

FIGURE 5. Grasping points of two adjacent objects. Note that in
the second case, the adjacent edges do not allow use of the parallel
gripper to grasp the objects.

of possible grasping points. For this study, considering end
effectors in Fig. 3, the following requirements are stated
for the grasping points to be feasible. Specifically, for the
vacuum cup (planes), the free circle with diameter equal to
or greater than 12 mm needs to be available. For the parallel
gripper, the edge with length equal to or greater than 12 mm
is necessary to be accessible. Furthermore, a free rectangular
place with dimensions equal to or greater than 10 mm from
each side of the edge is required for the parallel gripper to be
able to grab the object.

Discussing a single object in a scene, five different poses
and up to two grasping points for the parallel gripper, and zero
or one grasping point for the vacuum cup can be obtained.
All possible poses are figured in Fig. 4.
A more complex arrangement occurs with two or more

objects in the scene. In this case, available grasping points
are affected not only by the pose of the current object, but
also by a position and pose of the subordinate object. Two
possible arrangements of two closely adjacent objects are
situated in Fig. 5. While the contact using lateral edges does
not affect the grasping points, the front contact removes the
expected grasping point.

Other arrangements are caused by irregular contacts of the
objects including mutual overlaps. In some cases, the grasp-
ing point space is reduced, while in extreme cases the grasp-
ing points are completely removed. Selected examples of
object arrangements are shown in Fig. 6.

As a conclusion of the arrangements stated above, it is
expected that the proposed RGB perception system will

FIGURE 6. Grasping points of randomly situated objects with irregular
contacts or mutual overlaps (selected examples). All feasible grasping
points are highlighted. Note that some grasping points theoretically meet
the minimal dimension requirements, but they are not feasible for a
3 degree-of-freedom end effector since they are covered by another
object (top-right and bottom-right example). However, these grasping
points may become feasible after removal of the covering object.

FIGURE 7. Grasping points of randomly situated objects with irregular
contacts or mutual overlaps (full scene examples). All feasible grasping
points are highlighted.

successfully detect combinations of grasping points in scenes
as shown in Fig. 7.

C. FULLY CONVOLUTIONAL NEURAL NETWORK FOR
GRASPING POINT DETECTION
Current state-of-the-art image processing systems are based
on deep convolutional networks (ConvNets) [49]. Recently
introduced ConvNets allow the design of a full image pro-
cessing system which ensure image pre-processing, feature
extraction, region-of-interest localization and classifica-
tion. The most popular topologies are based on YOLO
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architecture [50] and SSDNets [25]. However, a different
branch of ConvNets has also been applied to the image pro-
cessing – especially for the semantic image segmentation.
Briefly, the image segmentation is a task, where specific
regions in an image are labelled according to defined charac-
teristics. Specifically, each pixel of the image is labelled with
a corresponding class. The objective is to simplify or change
the image into a representation that is more meaningful and
easier to analyse. Fully convolutional neural networks, such
as U-Net [44], FCN [39], or SegNet [40] provide their capa-
bility to be especially successful in this area.

1) GRASPING POINT REPRESENTATION
The task is to detect and locate two types of the grasping
points in a scene (i.e. edge or plane) in order to recognize
specific grasping regions of an image which are applicable
for the parallel gripper or for the vacuum cup. One option is
to transform this task into a semantic image segmentation-like
problem. Specifically, each pixel in an RGB image represent-
ing the scene would be labelled with a float number in the
range < 0; 1 >, where 1 means the optimal and 0 means
the most unsuitable grasping point position. Since two types
of grasping points are considered, two different labels for
each pixel of the input image are required – the first one
for the parallel gripper and the second one for the vacuum
cup. In addition, the desired spatial orientation of the parallel
gripper should be included in the labels of surrounding pixels.
Therefore, the label of each pixel was determined considering
the parallel gripper as a function of the distance of the pixel
from two end points of the abscissa. Both, the grasping point
and the angle of the parallel gripper are defined by this
approach. Specifically, for pixel x

labelx =
(

d12
d1x + d2x

)a 1
1+ bd0xc

, (1)

where d12 is the length of the abscissa, i.e. the distance
between points, which define the grasping point; d1x is the
distance between the current pixel and the first end point of
the abscissa; d2x is the distance between the current pixel
and the second end point of the abscissa; d0x is the distance
between the current pixel and themiddle point of the abscissa.
Parameters a, b, c affect the size of the shape and need to be
set according to the features of the scene.

Using the aforementioned transformation, the spatial rep-
resentation of the grasping point for a parallel gripper is
obtained, where the optimal position is labelled with 1 and
the label value decreases with the distance from it. However,
the steepest descent goes perpendicularly from the abscissa.
On the other hand, the descent of the label value is gradual in
parallel to the abscissa. This situation is highlighted in Fig. 8.
Apparently, the optimal grasping point is defined by a label

equal to 1, while the required spatial orientation (pose) of a
parallel gripper is defined by the direction of the most gradual
descent of the label values. This grasping point representation
directly provides all necessary information for a robotic arm
to manipulate the object.

FIGURE 8. Grasping point representation for a parallel gripper. The
grasping point is represented by a yellow abscissa in the original RGB
image (left); the end points are highlighted by circles. Labels of each pixel
calculated according to eq. (1) are represented by intensities (right); the
higher the intensity, the closer the label is to 1. The black color is equal to
0. Considering the presented representation, the optimal position of the
grasping point is defined by the center of the gradient shape (i.e. maximal
intensity), and the required angle (pose) of the parallel gripper is defined
by the most gradual descent of the intensity.

FIGURE 9. Grasping point representation for a vacuum cup. The grasping
point is represented by a yellow circle in the original RGB image (left).
Labels of each pixel calculated according to the eq. (2) are represented by
intensities (right); the higher is the intensity, the closer is the label to 1,
black color is equal to 0. Considering the presented representation,
the optimal position of the grasping point is defined by the center of the
gradient circle (i.e. maximal intensity).

Considering a vacuum cup, the situation is simpler, since
the information about the spatial orientation is not required.
Therefore, the label of each pixel is determined as a function
of the distance of the pixel from the optimal position of the
grasping point. Specifically, for pixel x

labelx =
R− d0x

R
for d0x < R,

labelx = 0 for d0x ≥ R, (2)

where d0x is the distance between the current pixel and the
optimal position of a grasping point, and R is the parameter
representing the radius of the shape. The situation is shown
in Fig. 9.

Thus, the presented neural network is intended to transform
the original RGB image of the scene into two schematic
grayscale images, where the grasping points are highlighted
as gradient shapes, which can efficiently provide all the
necessary information for a robotic arm. The outputs of the
network are schematically depicted in Fig. 10.

2) ASP U-Net ARCHITECTURE
The presented ASP U-Net neural network is based on a
ConvNet topology capable of performing a transformation as
seen in Fig. 10. In addition, since the presented perception
system should be implemented in real-time industrial appli-
cations using single-board computer architectures, neural
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FIGURE 10. ASP U-Net is intended to transform the original RGB image
into a pair of schematic images, where the positions of the grasping
points are highlighted as gradient shapes. Namely, the first output from
ASP U-Net should represent the positions and poses of the grasping
points suitable for a parallel gripper (i.e., edges), and the second output
should represent the positions of the grasping points suitable for a
vacuum cup (i.e., planes).

FIGURE 11. Fire module. Input tensor dimensions are labelled with
W , H, N . S and E are the numbers of filters in the modules.

network size and resulting demands on computing power are
considered, too.

To accomplish this goal, U-Net was used as an initial archi-
tecture [44]. U-Net is a U-shaped fully convolutional neural
network proposed initially for biological and medical image
segmentation tasks. However, it has since been adapted to
many other applications. It follows a typical encoder-decoder
architecture with a bottleneck. Nevertheless, it also includes
direct signals from the encoder part to the decoder part
which allow the network to propagate context information
to higher resolution layers. U-Net has proven itself to be

FIGURE 12. DeFire module. Input tensor dimensions are labelled with
W , H, N . S and E are the numbers of filters in the modules.

FIGURE 13. Down sampling module with middle module. Input tensor
dimensions are labelled with W , H, N . The middle module processes
input by Fire modules connected through a dropout layer. The down
sampling module provides two outputs. The connection output is taken
directly from the middle module output, and its width W and height H
dimensions are the same as the input. The down output is obtained by
processing the middle module output through a max pooling layer, which
halves the input width and height. For both output layers, the filter count
is defined by doubling the number of parameterized expand filters E .

very successful in semantic image segmentation, especially
in cases where only small training datasets are available [51].
This feature is very beneficial for embedded applications.
However, U-Net is defined by more than 30 million parame-
ters with a size of 364 MB in memory.

Therefore, inspired by SqueezeNet [52] and Squeeze-
SegNet [53], classical convolutional and transposed convolu-
tional layers were replaced with layers similar to Fire module
and DeFire module, respectively. See Fig. 11 and Fig. 12
for a detailed explanation. Fire and DeFire modules were
implemented into Down sampling module (Fig. 13) and Up
sampling module (Fig. 14) in the encoder and decoder parts
of U-Net. According to [47], these replacements can pro-
vide more than 10× parameter reduction while keeping the
accuracy.
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FIGURE 14. Up sampling module. Two input tensors, where width W and
height H of the down input must be half of the connection input width W
and height H , are concatenated by the attention and concatenate module.
Then, the signal is processed by two DeFire modules connected through a
dropout layer. Resulting output W and H dimensions are the same as for
the connection input, and the filter size is double that of the
parameterized expand filters E .

Another improvement is based on the fact, that the aim of
the network is to label grasping points located on the objects
of several colors under varying light conditions. Hence,
the attention mechanism based on an attention gate, as intro-
duced in [46], is implemented. Attention gates are situated in
the decoder part of the architecture (see Fig.15) and they filter
the features propagated through the skip connections.

Lastly, the network should generate two images, each of
them providing the information about one type of the grasping
point. Due to this fact, it would be beneficial to parallelize
the propagation of data through the network at some point,
in order to provide separate parts of the architecture for edge
processing and for plane processing, respectively. Therefore,
the U-part of the original U-Net architecture was replicated
and mirrored. Both parallel parts were concatenated at the
concluding section of the network. With this enhancement,
the network is expected to adapt its parameters to process
the edge-relevant features in one parallel branch, and the
plane-relevant features in the other branch.

The resulting ASP U-Net (abbrev. of attention squeeze
parallel U-Net) refers to the attention mechanism, parame-
ter reduction, parallel detection of different types of grasp-
ing point, and U-Net origin. The architecture is depicted
in Fig. 16 and the TensorFlow-Keras implementation of the
architecture is publicly available at [54].

3) COMPETITIVE ARCHITECTURES
In order to approve the ASP U-Net architecture, its perfor-
mance was compared with some of the state-of-the-art archi-
tectures. Specifically, SegNet [40], BiSeNet [45], U-Net [44],
and FCN-VGG16 [39] were implemented according to their
original configurations. Additionally, Squeeze U-Net [47]
and Attention U-Net [46] were included for comparison,
in order to follow the recent trends of edge computing
and attention mechanisms. Lastly, some semantic segmen-
tation neural networks based on classical convolutional

neural networks as backbones were added into consid-
eration. Namely, ResNet 101 [32], DenseNet 121 [55],
and MobileNet [42] in combination with FCN architecture
were implemented. These architectures were referred to as
FCN-ResNet101, FCN-DenseNet121 and FCN-MobileNet,
respectively.

All the architectures were adapted to work with the same
data, i.e. the input layer and the output layer for each archi-
tecture were replaced with same layers as in the ASP U-Net
architecture.

D. TRAINING DATASET ACQUISITION
In order to acquire training and testing data, a demonstrative
robotic stand was prepared – see Fig. 17.
ABasler acA2500-14uc industrial RGB camera [56], as the

RGB sensor, was implemented. This sensor is able to provide
up to 14 5-MPx RGB frames per second. The camera was
equipped with a Computar M3514-MP lens [57] in order to
monitor the scan area of 300 × 420 mm from a distance
of 500 mm.

1) DATA COLLECTION
Initially, in total 716 images were captured for a training
set. The resulting collection of images included from 0 to
9 objects of three colors (blue, white, grey) with various
positions and poses. Many images contained only parts of the
objects. Resolution of the images was 288× 288 RGB pixels
with 8-bit depth.

2) DATA LABELLING
Each image of the training set has to be labelled in order to be
usable for neural network training. Specifically, the positions
of the grasping points have to be determined and conse-
quently, the grayscale schematic images according to Fig. 8
and Fig. 9 have to be prepared for each image. Hence,
a custom labelling application (GraspLabeller), capable of
manual preparation of the required data, was programmed.
GraspLabeller allows the marking of grasping points using a
computermouse and it provides the resulting pair of grayscale
images, as seen in Fig. 18. The labelling procedure needs
to be performed in accordance with the minimal dimension
requirements for a parallel gripper and for a vacuum cup,
as defined in the paragraph III-B.
Considering the image resolution and the overall scene

arrangement, the parameters in eqs. (1) and (2) were set as
follows: a = 10, b = 0.002, c = 2, R = 20.

3) DATA AUGMENTATION
Various data augmentation techniques are often used in com-
puter vision to enhance the datasets. In order to use only
the label-preserving augmentation methods, the geometric
transformations of the original RGB images and the target
pairs of grayscale images were used. Specifically, the original
dataset was enhanced in the following way.
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FIGURE 15. Attention and concatenate module. This module is composed from two parts. The attention part, where features from the
upsampled down layer input and connection layer input are passed through the convolutional layer with filter size one quarter of down
layer input filter size M and summed for further processing. After summation, the relu activation function is used as an input to the
convolutional layer with 1 filter, which is then processed with a sigmoidal activation function and multiplied with the original input
connection layer. The concatenate part joins the connection layer after the attention process with an upsampled down layer, and
produces output with H , W size the same as in the connection layer and the sum of both input layer filters.

FIGURE 16. ASP U-Net. An input image is processed by two convolutional layers with 64 filters and relu activation function. Then, the signal is split
into two parallel branches, each for processing different features – edges and planes. Each branch is composed of four gradually interconnected
down sampling modules, which are also connected to four up sampling modules in the same depth. A bottleneck is represented by the middle
module, which connects the deepest down and up sampling modules. Both branches are then concatenated and processed with two convolutional
layers with 64 filters, and one convolutional layer with 32 filters, all using the relu activation function. The final convolutional layer, with the
sigmoidal activation function and 2 filters, provides output schematic images.
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FIGURE 17. A demonstrative robotic stand for data acquisition. Objects of
interest are scattered on a conveyor belt. An industrial camera situated
above the scene is used for RGB image acquisition. A line LED light is
situated in the aluminium profile near the camera.

FIGURE 18. Dataset labelling using GraspLabeller. Each grasping point in
every image is manually labelled using a custom application and
transformed into a pair of grayscale schematic images.

• Each sample was randomly rotated by an angle between
〈−10◦, 10◦〉 with an even distribution of probability.

• Each sample was shifted between 〈−10 px, 10 px〉 with
an even distribution of probability in both horizontal and
vertical direction.

Therefore, the original dataset of 716 images was enhanced
to 2148 images.

4) DATASET FOR TESTING
Another dataset is required to evaluate the perception system.
Generally, some fraction of the training dataset is put aside
and used for this purpose. However, a manual acquisition of
the dataset was performed in this case. Hence, an additional
sequence of object arrangements was created and acquired.
All possible setupswere considered for inclusion into the test-
ing set. Furthermore, the difficult and troublesome distribu-
tions of the objects (i.e. various contact positions and onerous
attainability of the grasping points) were specifically selected

TABLE 1. Parameters of the training.

to be involved. In total, 54 unique image samples were
acquired for the testing set. These images contain 148 objects
with 236 available grasping points, where 143 of them are
suitable for parallel gripper and the rest of them for vacuum
cup.

The whole dataset is publicly available at [54].

E. NEURAL NETWORK TRAINING
ASP U-Net, as well as the competitive state-of-the-art archi-
tectures, were trained using an Adam optimizer, since it is
generally considered to provide satisfactory performance in
most cases [58], [59]. Initial weights were set randomly with
Gaussian distribution. Binary cross entropy was used as the
loss function. A measure of 30 % of the dataset was put
aside as the validation set. The training experiments were
performed five times for each architecture in order to reduce
the stochastic character of the training, i.e. to prevent the loss
function being stuck in a local minimum. The best instances,
considering the loss function over the validation set, were
then evaluated. All the parameters of the training are sum-
marized in Table 1.

F. EVALUATION METRIC
After training of all the considered architectures, each net-
work was evaluated. From the accuracy point of view,
a well-known IoU metric (intersection over union) was
adapted. However, this metric evaluates a detector based on
ground-truth bounding boxes and predicted bounding boxes.
The proposed perception system did not provide a sharp
bounding box, but a grayscale image, where the predicted
position depended on the pixel intensity. Hence, the gener-
alized IoU (gIoU) metric was defined as follows.

Area
of

Overlap
=


o11 o12 . . . o1N
o21 o22 . . . o2N
...

...
. . .

...

oM1 oM2 . . . oMN

 , (3)

Area
of

Union
=


u11 u12 . . . u1N
u21 u22 . . . u2N
...

...
. . .

...

uM1 uM2 . . . uMN

 , (4)

oij = min(tij, yij) for i = 1, . . . ,M , j = 1, . . . ,N ,

(5)
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FIGURE 19. Demonstration of the generalized IoU metric. In this case,
gIoU = 0.4604.

uij = max(tij, yij) for i = 1, . . . ,M , j = 1, . . . ,N ,

(6)

gIoU =

∑M
i=1

∑N
j=1 oij∑M

i=1
∑N

j=1 uij
. (7)

In equations above, tij is the value of the ith row and jth

column of the target output, yij is the value of the ith row and
jth column of the actual output,M is the number of rows and
N is the number of columns in the output. See Fig. 19 for a
graphical representation of the metric.

Since the proposed perception system provides two
grayscale images as an output, the metric is evaluated sepa-
rately for each output, referred as gIoUe for edges and gIoUp
for planes.

A classical mean absolute error (MAE) metric is also
implemented to interpret the results. For this case, the MAE
is defined as follows.

MAE =

∑M
i=1

∑N
j=1

∣∣tij − yij∣∣
M N

. (8)

Again, the metric is evaluated separately for each output,
referred as MAEe for edges and MAEp for planes.
Evaluation of the memory size and response time of the

perception system is also important, because it is intended to
be used in real-time industrial applications using single-board
computer architectures. From this point of view, both, the size
of the neural network and its response time were evaluated.

G. TECHNICAL IMPLEMENTATION
Experiments were carried out using the following hardware
specification: Processor Intel Core i5-8600K (3.6 GHz),
internal memory 16 GB DDR4 (2666 MHz), video card
NVIDIA PNY Quadro P5000 16 GB GDDR5 PCIe 3.0
(2560 CUDA cores), SSD SATA M.2 512 GB. The experi-
ments are performed using Python 3.6 and TensorFlow 2.0.
In addition, the resulting perception system was deployed to
an NVIDIA Jetson NANO single-board computer in order
to test the response time, since it is a generally accepted

TABLE 2. Final values of loss function over the validation set and time
per epoch during training. Note that the competitive architectures were
trained using the same procedure as ASP U-Net with the same dataset -
see Section III-E.

benchmark system for embedded artificial intelligence-based
applications [60]. This developer kit offers the Quad-core
ARM A57 1.43 GHz CPU together with 4 GB RAM and
it provides wide communication possibilities (USB 2.0, 3.0,
SATA, WiFi).

Response times are referred to as TWork for the desktop
computer described above and as TNANO for the NVIDIA
Jetson NANO.

IV. EXPERIMENTAL RESULTS
The proposed ASP U-Net, as well as the competitive archi-
tectures, were trained and validated five times according to
the procedure addressed in Section III-E, with the dataset
described in Section III-D. To show the training results,
the best and the worst training session, according to the binary
cross entropy loss function evaluated over the validation data
at the end of the training session, were pointed out in Table 2.
Furthermore, the average training times per epoch were also
provided for each architecture.

In order to evaluate the effectiveness of ASP U-Net con-
trary to competitive architectures, the testing set described
in Section III-D4 was used. Specifically, the metrics gIoUe,
gIoUp, MAEe and MAEp, as described in Section III-F, were
evaluated using the best-performing training session for each
architecture. In addition, the memory size and the response
time, using the workstation described in Section III-G and
Jetson NANO were also considered for each selected archi-
tecture. The resulting values were summarized to Table 3.

The process of evaluation is depicted in Fig. 20. Firstly,
each original input image from the testing set was propagated
through the neural network. Then, the actual outputs were
compared to their target representatives and the gIoU and
MAE metrics were determined. After all samples from the
testing sets were processed, the overall metrics were evalu-
ated as the mean of the running values.

Apart from the overall metric values, some selected
responses of ASP U-Net were expressed in Figs. 21 to 24.
In all of the figures demonstrating quantitative results,
the sequence of the original input image and the com-
bination of the input image with both predicted outputs
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TABLE 3. Metrics over testing set.

FIGURE 20. Response of ASP U-Net to a scene corresponding to Fig. 10
and Fig. 18. Actual outputs of ASP U-Net are compared to their expected
variants and gIoU and MAE is computed. The outputs projected to the
input image are shown as the grasping point visualization. In this case,
gIoUe = 0.9725, gIoUp = 0.9587, MAEe = 2.068× 10−3,
MAEp = 8.515× 10−4.

(edges and planes) was figured. In addition, the metric values
were listed below the images.

A. DISCUSSION
The proposed perception system, based on ASP U-Net archi-
tecture and a novel approach to pixel-wise transformation of
the scene, dealt with the problem of the grasping point detec-
tion for the parallel gripper and the vacuum cup. All possible
object positions and mutual interactions were considered, but

the object cluttering was simplified to a single layer only.
The proposed system did not directly address the problem
of 3D orientation of the end effector. Hence, the system
is suitable for the end effectors with a free position and
fixed pose applied e.g. in the SCARA types of industrial
robots.

According to the final values of the loss function dur-
ing training, almost all considered architectures provided
very similar results. Apart from FCN-MobileNet, where
the training process failed to provide considerable results,
the differences between best and worst results were insignif-
icant. BiSeNet and FCN-DenseNet121 can be deduced as
the most successful architectures, while the proposed ASP
U-Net achieved average results. Training times differed sig-
nificantly. While light-weight architectures (Squeeze U-Net,
FCN-MobileNet) finished each epoch in tens of seconds,
some other architectures approached five minutes per epoch,
and BiSeNet even exceeded ten minutes. However, the train-
ing time is less important than the response time, since the
training is in this case the once-and-for-all process.

However, the evaluated metrics over the testing set
indicated a more significant variance of results. Con-
sidering gIoUe, gIoUp, MAEe and MAEp, ASP U-Net
provided the best results in three of them. BiSeNet and
FCN-DenseNet121, which provided the best training results,
were in many cases outperformed not only by ASPU-Net, but
also by SegNet. A general trend could be observed, that the
metrics defined for a parallel gripper grasping point detection
provided worse values than the metrics defined for a vacuum
cup. The partial exceptions are U-Net and Squeeze U-Net
with similar results of gIoUe and gIoUp.
Considering the memory size and the response time, big

differences between various architectures can be noticed.
Memory efficient architectures, such as FCN-MobileNet or
Squeeze U-Net, apparently need much less memory than
full-weight architectures. Since the proposed ASP U-Net
occupies less than 80 MB, it can be included in the group
of memory efficient architectures. Response times using the
workstation and Jetson NANO provided a similar trend.
Although the response of ASP U-Net is slower than Squeeze
U-Net, Attention U-Net and U-Net, using a desktop com-
puter, it is still above average. ASPU-Net response time using
Jetson NANO is even more favourable. It provides the best

VOLUME 9, 2021 82141



P. Dolezel et al.: Memory Efficient Grasping Point Detection of Nontrivial Objects

FIGURE 21. Response of ASP U-Net to a scene with one object. Two pairs of the input image and the concatenation of the
original image with neural network output.

FIGURE 22. Response of ASP U-Net to a scene with two objects. The pair on the left represents the situation, where the
feasibility of grasping points is not affected. In the image on the right, the adjacent edges do not allow use of the parallel
gripper. Therefore, those grasping points are not highlighted.

FIGURE 23. Response of ASP U-Net to a scene with two irregularly situated objects. Note that in the left photo, the grasping
point space of the affected grasping point (blue object, right edge) is reduced from its original size because of the close
position of the white object. However, the considered parallel gripper would still fit in the reduced place. In the right photo,
where the white object is situated further upwards, the grasping point is completely rejected, because in this case,
the parallel gripper would not fit in that place at all (i.e. the grasping point does not meet the minimal dimension
requirements).

response time, except for the very light-weight architectures
Squeeze U-Net and FCN-MobileNet.

The quantitative results presented in Table 3 and the
example Figs. 20 - 24 show that ASP U-Net performs well
with all recognized spatial orientations of the objects. This
architecture can make an exact difference between feasible
and unfeasible grasping points according to the spatial ori-
entation of the objects in the scene. This phenomenon is
considered to be one of the most significant features of the
presented approach. Moreover, time response of the ASP
U-Net is acceptable to be implemented in real-time appli-
cations. In other words, the proposed ASP U-Net provides

competitive results to various full-weight state-of-the-art
architectures in terms of accuracy, and it is still applicable
for edge computing applications due to its low memory con-
sumption and an exceptional response time.

The output of ASP U-Net provides information about the
position of all feasible grasping points in the scene, and about
the required pose of the end effector in the case of the parallel
gripper. However, many objects may have some areas which
are strongly preferable to grasp over others. For example,
a knife could be grasped by its blade, but it would be better to
grasp it by its handle. This situation can be dealt with either at
the data labelling level (undesirable regions are not labelled
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FIGURE 24. Response of ASP U-Net to a scene with a group of randomly situated objects.

as the grasping points in the dataset), or by the implemen-
tation of some parent decision algorithm, which is intended
to select the most suitable grasping point from the pool
of possible ones. Moreover, the parent decision algorithm
must be prepared for dealing with various extreme situations.
Typically, no feasible grasping point can be detected in the
current scene. Such a situation can be tackled by repeatedly
evaluating the scene, or rearranging the objects in the scene
by shaking or vibrating. Another situation is a presence of
indistinctive shapes in the output image (e.g., with the peak
intensity smaller than 0.50). In this case, a priority list of the
detected grasping points needs to be set, and the robotic arm
should select the most suitable grasping points in the first
place. On all accounts, the parent decision system shall be
prepared for the failure of the grasping procedure and it must
be able to repeat it with actualized scene information.

The presented ASP U-Net architecture is expected to prop-
agate the input signal into two parallel branches in order to
perform edge processing and plane processing in a separate
way. To demonstrate this phenomenon, the feature maps,
gained from the last upsampling modules (see the upsam-
pling modules 288 × 288 × 32 in Fig. 16) before the final
concatenation, were visualized. A selected group of feature
maps from the upper branch and from the lower branch is
depicted in Fig. 25. The feature maps clearly indicate, that
the features relevant to the parallel gripper (i.e., edges) are
processed in the upper branch of the architecture, while the
features relevant to the vacuum cup (planes) are processed in
the lower branch of the architecture.

Considering the dataset created in this work, it is rather
small in comparison to publicly available machine learning
datasets. It is promising information, that proposed ASP
U-Net shows good generalization capabilities. Specifically,

FIGURE 25. Selected feature maps provided by the last upsampling
modules before the final concatenation. The input image corresponds to
the images used in Figs. 10, 18 and 20. Note that the features relevant to
the parallel gripper (i.e. edges) are processed in the upper branch of the
architecture, while the features relevant to the vacuum cup (i.e. planes)
are processed in the lower branch of the architecture.

while it provides average results during training, it exhibits
the best results evaluated over the testing set, compared to
all the selected competitive architectures. As a part of future
work, the authors plan to verify the proposed ASP U-Net
using the generally accepted publicly available grasping point
datasets, such as the Extended Cornell Grasping Dataset [29].
It is also apparent, that the proposed perception system can
be easily extended to work with RGB-D input data instead
of RGB. With this extension, the feasibility of the grasping
points could be decided not only from the spatial orientation
of the objects, but also from the information about depth.

V. CONCLUSION
In this work, an innovative fully convolutional neural network
architecture, called ASP U-Net, was proposed in order to be
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used in a robotic grasping system. ASP U-Net is based on
the U-Net, but is improved by an attention mechanism based
on an attention gate, and by Fire module, which reduces the
number of parameters. In addition, theU-Net architecturewas
mirrored and concatenated with the signal from both parallel
U-parts in order to extract different features parallelly from
one input image.

ASP U-Net is generally applicable for simultaneous grasp-
ing point detection with various types of robotic arm end
effectors. In this contribution, this architecture was compre-
hensively tested to detect and locate grasping points for a
parallel gripper and a vacuum cup, using a novel pixel-wise
performed transformation of the scene. Specifically, the
positions and poses of the grasping points were coded into
gradient geometric shapes, which efficiently described all the
necessary information for a robotic arm to manipulate the
objects. The performance of ASP U-Net was compared to
nine competitive architectures and the results indicated an
outstanding accuracy with more than acceptable memory size
and response time.
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