
This is a post-peer-review, pre-copyedit version of an article published in Neural Computing and 
Applications.  

This version of the article has been accepted for publication, after peer review (when applicable) and is 
subject to Springer Nature’s AM terms of use, but is not the Version of Record and does not reflect 
post-acceptance improvements, or any corrections. The Version of Record is available online at: 
http://dx.doi.org/10.1007/s00521-020-04757-2 

 

 

https://www.springernature.com/gp/open-research/policies/accepted-manuscript-terms
http://dx.doi.org/10.1007/s00521-020-04757-2


Fake Consumer Review Detection using Deep Neural Networks Integrating Word 

Embeddings and Emotion Mining 

Petr Hajek1*, Aliaksandr Barushka2, Michal Munk3 

1* corresponding author, Institute of System Engineering and Informatics, 

Faculty of Economics and Administration, University of Pardubice, Studentská 84, 532 10 Pardubice, 

Czech Republic 

e-mail: petr.hajek@upce.cz, tel.: +420 466 036 147, fax: +420 466 036 010 

2 Institute of System Engineering and Informatics, Faculty of Economics and Administration, 

University of Pardubice, Studentská 84, 532 10 Pardubice, Czech Republic, 

e-mail: aliaksandr.barushka@student.upce.cz 

3 Department of Computer Science, Constantine the Philosopher University in Nitra, 949 74 Nitra, Slovakia, 

e-mail: mmunk@ukf.sk 

 

Abstract. Fake consumer review detection has attracted much interest in recent years owing to the increasing 

number of Internet purchases. Existing approaches to detecting fake consumer reviews use the review content, 

product and reviewer information and other features to detect fake reviews. However, as shown in recent studies, 

the semantic meaning of reviews might be particularly important for text classification. In addition, the emotions 

hidden in the reviews may represent another potential indicator of fake content. To improve the performance of 

fake review detection, here we propose two neural network models that integrate traditional bag-of-words as well 

as the word context and consumer emotions. Specifically, the models learn document-level representation by using 

three sets of features: (1) n-grams, (2) word embeddings and (3) various lexicon-based emotion indicators. Such a 

high-dimensional feature representation is used to classify fake reviews into four domains. To demonstrate the 

effectiveness of the presented detection systems, we compare their classification performance with several state-

of-the-art methods for fake review detection. The proposed systems perform well on all datasets, irrespective of 

their sentiment polarity and product category. 
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1 Introduction 

Fake consumer reviews provide a fictitious and misleading opinion that does not reflect a consumer’s authentic 

product experience. They can be submitted and published on multiple online platforms such as shopping portal 

forums. Globally, the number of users of these platforms has steadily increased over recent years. For example, 

TripAdvisor, the world’s largest online travel platform, has over 455 million unique visitors in an average month 

and 600 million consumer reviews of 7.5 million varieties of accommodation, restaurants and attractions [68]. 

Generally, online product reviews provide valuable information for consumers, who increasingly rely on them and 

consider them to be a trusted source of information [63]. Most marketplaces prioritize well-evaluated products (the 

so-called snowball effect), potentially rewarding businesses paying for fake reviews. Review volume and review 

valence have been reported to be significant determinants of retail sales in a meta-analysis of more than 20 empir-

ical studies [21]. This is particularly relevant for high-involvement products that can only be reviewed upon con-

sumption. Consumers’ experience of product use is therefore an important assumption. As shown in a recent survey 

[14], more than 80% of consumers trust online reviews as much as they trust personal recommendations. For 

business, it is therefore increasingly tempting to purchase fake reviews. Competitive advantage can be easily 

achieved by producing positive fake reviews for their products or negative fake reviews for competition products. 

It is also easy to find freelance writers that can produce a large number of fake reviews. Indeed, recent statistics 

show that every third review on TripAdvisor is fake [67]. Therefore, online reviews have become a major concern 

for the industry. To guarantee fair competition, it is thus important for online platforms to detect and remove fake 

reviews and ban fraudulent users. 

Fake reviews can be identified either manually or automatically [56]. However, manual fake review detection is 

usually expensive, slow and relatively inaccurate compared with automatic detection approaches [26]. Over the 

past decade, a number of important advances have been made to improve automatic fake review detection. Ma-

chine learning approaches such as support vector machines (SVMs) and neural networks (NNs) have gained a 

reputation as being effective methods for fake review detection [28, 30]. Such approaches use the review content, 

a user’s behaviour and other features to accurately classify reviews as truthful or fake. Further, it is crucial to 

achieve a low false positive rate because, otherwise, users of online platforms could not access truthful reviews 

and trustworthy users would be penalized and lose motivation to post reviews on the platform. The main idea of 
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machine learning approaches based on the review content is to build a list of words or phrases with weights as-

signed to each word or phrase (bag-of-words) or entire word categories (psycholinguistic or part-of-speech tag-

ging) [18]. However, such word representations suffer from sparsity, making it difficult to capture the semantic 

representation of consumer reviews. To overcome this problem, Ren and Ji [61] developed a gated recurrent NN 

model combining sentence representations to detect deceptive opinion spam. Their approach adopted word em-

beddings learnt using the continuous bag-of-words (CBOW) model [38, 50] so that semantically similar words are 

mapped to word vectors based on their context. Thus, global semantic representation can be obtained, and the 

problem of scarce data is eliminated to a certain degree. Similarly, Li et al. [43] proposed a convolutional neural 

network (CNN) that combines different sentence representations into a document representation model.  

Inspired by these state-of-the-art models [43, 61], here we use word embeddings to obtain the semantic represen-

tation of consumer reviews. One major drawback of the CNN model developed in [43] is that the word embeddings 

were trained on small datasets of several hundred reviews, which is not effective for fake consumer review detec-

tion. Indeed, word embeddings pre-trained on a large corpus achieved significantly higher accuracy in [61]. How-

ever, as reported by its authors [50], the CBOW model used in [61] is not effective in generating a generalizable 

context model.  In contrast to [61], we employ a Skip-Gram Word2Vec model to produce word embeddings from 

a corpus of consumer reviews. Compared with the CBOW model, the Skip-Gram model exploits the word context 

more effectively [50]. Another limitation of the above deep NN models is that only word embeddings have been 

considered, ignoring emotion indicators of consumer reviews. As reported in [59], review ratings are rarely con-

sistent with the sentiment polarity of the review content. Moreover, the sentiment strength can be substantially 

different for reviews with the same rating scores. Most importantly, the sentiment strength has been proven to be 

significantly more effective than ratings in detecting fake reviews [59]. To overcome the problems of existing deep 

NN models and further improve detection performance, we combine the produced word embeddings with bag-of-

words and several lexicon-based emotion indicators. The latter have been limited to positive and negative senti-

ment in recent studies [5, 35, 47]. However, additional emotion categories such as trust and aptitude have been 

reported to be effective indicators of online review helpfulness [20, 49]. Here, we incorporate those emotion indi-

cators into the fake review detection model using deep learning. 
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Deep NNs have successfully been used for related spam detection tasks in recent studies, including email spam 

detection [6, 8] and spam detection in social media [7, 32, 33, 48]. In this study, two deep NN models, namely a 

deep feed-forward neural network (DFFNN) and a CNN, are used to capture the complex features hidden in high-

dimensional word, sentence and emotion representations. In summary, the contributions of this study are as fol-

lows: 

• Developing a novel fake review detection model integrating word, sentence and emotion repre-

sentation. The novelty of our model lies in the effective exploitation of the word context in con-

sumer reviews considering bag-of-words and emotion representations. This is also the first study 

using different emotion representations for fake review detection. 

• Using various benchmark datasets for a wide range of consumer products and services, showing 

that the proposed approach can have higher classification performance than state-of-the-art fake 

review detection methods. 

This study is a significantly extended version of [10]. The earlier version was limited to the Skip-Gram model 

trained on a small corpus of hotel reviews, without considering emotion mining from reviews. Furthermore, here 

we propose an improved DFFNN model and a novel CNN-based fake detection model and examine the effect of 

different word, sentence and emotion representations on fake review detection performance. The extension further 

includes an in-depth comparative analysis with state-of-the-art fake detection methods on several datasets. 

The remainder of this paper is organized as follows. Section 2 reviews related work on detecting fake reviews. 

Section 3 presents the four datasets used for the experimental comparison. Section 4 outlines the proposed model 

for fake review detection. Section 5 presents the experimental results and a comparative analysis with several state-

of-the-art methods used for fake review detection. The final section concludes and suggests possible future direc-

tions. 

2 Related Work 

Fake reviews have increasingly been recognized as a major concern for online shopping. To affect consumers’ 

decisions and thus achieve competitive advantage, positive and negative fake reviews are intended to promote or 
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demote target products [61]. As consumers have limited capacity to identify fake reviews [26, 28], machine learn-

ing methods have been employed to ensure their early detection. To automatically classify reviews into fake or 

truthful classes, an annotated corpus of reviews (with class labels) is typically used for training and testing.  A 

considerable number of studies have been published on the automatic detection of fake reviews in the past decade. 

The list of those studies in Table 1 presents the features and methods used, datasets and resulting performance 

evaluation.  

Jindal and Liu [34] presented the first study aimed at detecting fake product reviews based on the similarity of 

review and product features. More precisely, spammers’ tendency to duplicate their product reviews was used. 

Motivated by this early effort, the studies that followed [41, 44] developed fake review detection systems using 

the cosine similarity between reviews. To detect spammers who can adapt their behaviour, Wang et al. [75] pro-

posed a heterogeneous review graph that captures the relationships among reviews, reviewers and reviewed shops. 

Thus, the trustiness of reviewers, honesty of reviews and reliability of shops could be calculated without consid-

ering the review content. Inspired by this approach, Liu et al. [47] proposed a probabilistic graph classifier in 

which the multimodal embedded representation of nodes is obtained using a bidirectional NN with an attention 

mechanism. By contrast, Lau et al. [37] developed a fake review detection approach based on text mining only. 

Several types of features were used in [41], including the review content as well as its sentiment, product features 

and user profile, to classify fake reviews using semi-supervised machine learning methods. Review metadata (con-

tent, timestamp and rating) were then combined with relational data in a unified semi-supervised framework called 

SpEagle [60]. Ghai et al. [24] showed that the rating deviation of a particular review from others indicates fake 

reviews. Spam attacks were reported to be correlated with review ratings and, therefore, abnormal temporal pat-

terns in the ratings may indicate spam attacks [71]. By elaborating on this idea, a list of indicative signals of fake 

reviews over time was used for the real-time detection of abnormal review events [40, 73]. Furthermore, temporal 

features were combined with users’ spatial patterns to find that fake reviews exhibit geographical outsourcing and 

that fake users are more active on weekdays [39]. A rule-based feature weighting scheme was proposed in [3] to 

combine review-based, reviewer-based and product-based features. 

Most fake review detection systems extract informative features from the review content. Such features are typi-

cally represented by bag-of-words (n-grams) [58, 59], psycholinguistic word lists (e.g., positive/negative words or 
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spatial words) [42] and part-of-speech tagging (e.g., first-person pronouns) [43]. Aspect sentiment was used in 

[46] to detect fraudulent users. Xue et al. [72] integrated the deviation of a user’s aspect sentiment into a framework 

to calculate the trust scores for users, reviews and products. Further, word embeddings have recently been used to 

obtain the semantic representation of reviews. In [61], the pre-trained CBOW model was tuned on actual review 

datasets using CNN to improve detection accuracy. The CBOW model was also used together with relational 

features to develop a semi-supervised framework in [74]. Moreover, word embeddings were trained using sen-

tence-based CNNs to produce document representations for fake review detection in several product domains [43].  

 

Table 1: Summary of previous studies on fake review detection 

Study Content-based features Classifier Dataset Performance 

[34] positive/negative words, brand name, similarity of re-

view and product features, numeric and capital words 

LR Amazon AUC=0.78 

[41] unigrams and bigrams, review length, first-person 

pronouns, similarity with other reviews, ratio of ques-

tion sentences, ratio of the capital letters, subjec-

tive/objective words, positive/negative words 

NB, Co-

training 

Epinions F-score=0.63 

[15] user rating, app rating DT, 

LCGM 

App Store  

[56] unigrams and bigrams SVM Hotels Acc=0.86 

[64] frequency of characters, words and punctuation 

marks 

SVM Hotels F-score=0.84 

[52] unigrams and bigrams SVM Yelp Acc=0.86 

[42] unigrams, positive/negative words, spatial words, 

first-person pronouns 

SAGE Hotels and doctors Acc=0.65 

[39] unigrams and bigrams SVM Restaurants Acc=0.85 

[60] review length, content similarity among user’s (prod-

uct’s) reviews 

SSL Yelp AUC=0.79 

[65] product word embeddings, bigrams and trigrams Bagging Hotels, restaurants 

and doctors 

F-score=0.77 

[43] sentence weights, POS, first-person pronouns CNN, 

SWNN 

Hotels, restaurants 

and doctors 

Acc=0.84 

[61] CBOW word embeddings CNN, 

GRNN 

Hotels, restaurants 

and doctors 

Acc=0.84 

[19] unigrams k-NN, NB, 

DT, SVM 

Movies Acc=0.82 

[63] bigrams, LIWC, POS k-NN, RF Hotels Acc=0.77 

[74] CBOW word embeddings SSL Yelp AUC=0.83 

[2] unigrams, bigrams, trigrams and fourgrams SVM Hotels Acc=0.90 

[77] first and last sentence, middle context LSTM en-

semble 

Hotels, restaurants 

and doctors 

Acc=0.83 

[5] positive/negative words, bigrams, LDA AdaBoost Yelp F-score=0.81 

[35] Skip-Gram word embeddings, review length, capital-

ized words, numerals, POS, positive/negative words 

BERT Hotels, Yelp Acc=0.89 

[47] positive/negative words, review length, first-person 

pronouns, multimodal embeddings  

LR Dianping F-score=0.81 
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[10] Skip-Gram word embeddings, unigrams, bigrams and 

trigrams 

DFFNN Hotels Acc=0.89 

This  

study 

Skip-Gram word embeddings, unigrams, bigrams and 

trigrams, lexicon-based emotions 

DFFNN, 

CNN 

Hotels, restaurants, 

doctors, Amazon 

 

Legend: Acc – accuracy, AUC – area under ROC curve, BERT – bidirectional encoder representations from transformers, CNN – convolutional 

neural network, DFFNN – deep feed-forward neural network, DT – decision tree, FNR – false negative rate, FPR – false positive rate, GRNN 

– general regression neural network, k-NN – k-nearest neighbour, LCGM – latent class graphical model, LDA – latent dirichlet allocation, 

LIWC – linguistic inquiry and word count, LR – logistic regression, LSTM – long short term memory, NB – Naïve Bayes, POS – part-of-

speech tagging, RF – random forest, SAGE – sparse additive generative model, SSL – semi-supervised learning, SVM – support vector ma-

chine, SWNN – sentence weighted neural network.  

 

Regarding the classification methods used to detect fake and truthful reviews, machine learning methods domi-

nated earlier research. Logistic regression was first employed as a traditional machine learning method owing to 

its capacity to produce a probability estimate reflecting the likelihood that a review is fake [34]. However, tradi-

tional machine learning methods such as logistic regression and k-NN (k-nearest neighbour) suffer from at least 

two drawbacks [8]. First, these methods are ineffective in handling high-dimensional fake review data. This is 

important because a large number of word features are usually present in these data. Second, they cannot deal with 

data sparsity effectively. This is critical because each review usually contains only a small number of words or 

phrases. To overcome these problems, other machine learning methods have become popular for fake review de-

tection such as Naïve Bayes (NB) [41] and SVMs [39, 52]. Similarly, evolutionary algorithms [57] and ensemble 

learning methods [5, 62] have been used to overcome the problems of convergence and overfitting, respectively. 

The traditional machine learning methods used to detect fake reviews have been surveyed comprehensively [18, 

58, 69]. 

Recent advances in automatic fake review detection suggest that more complex features can be extracted from 

high-dimensional data using deep NNs. Therefore, deep NN models such as general regression neural networks 

[61], generative adversarial networks [66], CNNs [43], DFFNNs [10] and long short term memory [77] have 

gained much attention in recent years. 

As mentioned above, fake users usually do their best to make fake reviews look as trustworthy as possible. Hence, 

it is difficult to collect a reliable dataset of annotated (labelled) reviews. Initially, fake reviews were identified as 

duplicates from the same or different users on the same or different products [34]. In practice, however, the manual 

annotation of reviews is a time-consuming task. Li et al. [41] used review helpfulness to make manual annotation 

more effective. To overcome the problem of using these heuristic methods, Ott et al. [54] made the first effort to 
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collate a fake review dataset with gold-standard fake reviews. These fake reviews were obtained from the Amazon 

Mechanical Turk, a crowdsourcing service for anonymous online workers. A pool of 400 human-intelligence tasks 

was created to collect 400 unique fake reviews on popular hotels in the Chicago area. Finally, 400 truthful reviews 

were selected to match the document lengths of the fake reviews. A similar strategy was later used to create datasets 

for restaurants and doctors [42]. Alternatively, the filtering algorithms of Yelp [60] and Amazon [23] were used 

to label fake reviews. The main advantage of this approach is that those anti-fraud filters classify fake reviews 

quickly and accurately [60] and, thus, larger datasets can be collected.   

In summary, earlier studies attempted to use content-based features to produce accurate document (review) repre-

sentation. However, such representation can be complex and high-dimensional, which may result in the poor con-

vergence of classifiers and overfitting risk. To extract higher-order features from content-based features, deep NNs 

have recently been employed, which can capture higher complexity and abstraction. Compared with previous ap-

proaches and to further improve the performance of fake review detection, we propose DFFNN and CNN models 

exploiting word embeddings (obtained using the Skip-Gram Word2Vec model pre-trained on a large corpus of 

consumer reviews) together with bag-of-words and emotion representations. Richer sentence and document rep-

resentations of consumer reviews are produced by the proposed models compared with those mentioned above. 

To demonstrate the effectiveness of these models, four datasets on several consumer products and services are 

used in this study. 

3 Datasets 

We used four benchmark datasets, namely the hotel, restaurant, doctor and Amazon datasets. 

The hotel dataset consists of two datasets from Cornell University1, thus merging the positive review data [55] and 

negative review data [56]. Since the details of these datasets can be found in [55, 56], we only briefly describe 

them in this study. They were chosen because they are considered to be gold-standard fake review datasets [56]. 

The fake reviews were generated by unique anonymous online workers (Turkers) pretending to be customers. Only 

a single review per Turker was allowed and unreasonably short or plagiarized reviews were rejected. More pre-

cisely, Turkers were asked to follow these instructions: (1) they were assumed to work for the hotel’s marketing 

 
1 See http://myleott.com/op-spam.html 
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department and write fake reviews as if they were customers and (2) the review was required to sound realistic 

and positive/negative. The corresponding truthful reviews were obtained from several online review communities 

such as Expedia, TripAdvisor and Hotels.com. The dataset includes 800 truthful reviews and 800 fake reviews on 

20 hotels from TripAdvisor with 40 truthful and 40 fake reviews for each hotel. The positive and negative reviews 

were sorted, with 800 positive reviews and 800 negative reviews in the dataset. As a result, each review in the 

dataset has the truthful/fake label, hotel information, travel agency name, polarity (positive/negative) and review 

content. The reviews contained 152 words on average. 

By using the same rules as for the hotel dataset, two other datasets were created by [42], one for restaurants and 

another for doctors. Again, well-rated US Turkers were asked to produce fake reviews. Twenty positive fake re-

views were gathered for each of the 10 most popular restaurants in Chicago (i.e., 200 fake reviews in total). Sim-

ilarly, 356 positive fake reviews were collected for the doctor domain. The matching sets of truthful reviews were 

obtained from customers, 200 for both the restaurant and the doctor domains. 

The Amazon dataset2 consists of 21,000 reviews, 10,500 of them labelled by Amazon as fake. In addition to the 

class label, the dataset contains a set of features for each review, including rating, verified purchase (yes or no), 

product category and product ID. The average rating of the reviews was 4.13 (five stars was the maximum) and 

55.7% of the data was identified as verified purchases. The reviews are equally distributed across 30 distinct prod-

uct categories (e.g., apparel, automotive, baby), with each category made up of 700 reviews. The product catego-

ries are identified as noncompliant with Amazon policies. 

Table 2 Fake review datasets used in this study 

Dataset # fake / truthful reviews Polarity Aver. review length (words) 

Hotel [55, 56] 400 / 400 positive and negative 151.9 

Restaurant [42] 200 / 200 positive 137.1 

Doctor [42] 356 / 200 positive 102.4 

Amazon [23] 10,500 / 10,500 positive and negative 86.5 

 
2 See https://www.kaggle.com/lievgarcia/amazon-reviews 

https://www.kaggle.com/lievgarcia/amazon-reviews
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4 Methodology 

In this section, we present the components of the proposed fake review detection systems, including the bag-of-

words, emotion and embedding representations. Further, this section presents the DFFNN and CNN models, which 

are proposed to integrate those components. 

4.1 Bag-of-words representation 

To produce bag-of-word features, the content of the reviews was first pre-processed. To reduce noise in the dataset, 

we removed stopwords using the list based on Rainbow. Furthermore, the reviews’ content was lowercased and 

special symbols were stripped out. Then, tokenization was conducted using an n-gram tokenizer. Unigrams, bi-

grams and trigrams were selected based on the following tf.idf weighting scheme: 

vij = (1 + log(tfij)) × log(N/dfi),         (1) 

where vij is the weight of the i-th term in the j-th document, j=1, 2, … , N, tfij denotes the term frequency and dfi 

represents the document frequency. In agreement with previous studies [25, 31], the top 2,000 n-grams were se-

lected according to their weights. Although word order and grammar were disregarded, multiplicity was retained 

in the n-gram model. 

4.2 Emotion representation 

As reported in [59], the review content is more important than the review rating to readers. Although it is more 

challenging to fake the sentiment strength in the review content than in the rating score, fake reviews are often 

produced by experienced professionals, which makes detecting emotion fraud a difficult task [16]. Therefore, it is 

important to incorporate additional product and behavioural characteristics [16]. Indeed, a similar review content 

for different products or the unusual time of review publication may indicate emotion fraud. In addition, it is 

recommended to cover a wide range of lexicon-based emotion indicators simultaneously to make the emotion 

analysis more reliable [12]. Compared with machine learning approaches, lexicon-based emotion indicators are 

less susceptible to indirect indicators of sentiment that may generate fake sentiment patterns [1]. 

Three types of lexicon-based emotion indicators were used in this study, including polarity, strength and emotion 

features [12]. Polarity-based features were represented by the numbers of positive/negative words that match two 
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popular lexicons, the OpinionFinder lexicon [12] and Bing Liu’s opinion lexicon [29]. These lexicons were se-

lected because they are reliable resources of handcrafted dictionaries (positive and negative word lists) with sen-

timent values assigned by multiple human judgements [11]. To obtain the polarity-based features, we calculated 

the numbers of positive and negative words for both lexicons. 

To estimate the strength, we employed the following resources: (1) AFINN [53], (2) S140 [36], (3) SentiWordNet 

[4], (4) NRC Hashtag [36] and (5) Emoticons [53]. These lexicons provide the intensity levels of positive and 

negative sentiments. Five different lexicons were used due to their high level of uniqueness and neutrality [12]. 

Thus, their combination provided us with high lexical coverage. Unlike the polarity-oriented lexicons, the strength-

based lexicons were created in semi-supervised or supervised modes from a large number of positive/neutral/neg-

ative text documents such as tweets. For each of the five lexicons, we calculated the positive and negative scores.  

The emotion-based lexicons included human-provided word lists along with their corresponding tags. Eight emo-

tions were considered in the NRC lexicon [51] based on the Plutchik wheel of emotions, namely joy, trust, sadness, 

anger, surprise, fear, anticipation and disgust. In addition, we used the updated version of these word lists called 

NRC expanded [11], which adds the emotion associations obtained from social media content. The emotion-based 

features were represented by the numbers of words that match those word lists. 

Overall, 30 emotion indicators were obtained (4 polarity-based, 10 strength-based and 16 emotion-based features). 

 4.3 Word embeddings 

To create word embeddings, we used the Skip-Gram model [38, 50] trained on a large corpus of ⁓84 million 

Amazon reviews3 [27]. This model maps the words (phrases) from the vocabulary to numerical vectors to ensure 

that semantic similarity in the word representation is retained. To learn the Skip-Gram, a training dataset was first 

created from the sequences of words w1, w2, … , wT. Then, the classifier’s parameters and embedding function 

were adapted. The embedding function was applied to each word wt in the vocabulary to produce high-dimensional 

word representation. Specifically, the model aimed to obtain the word representation that can predict the context 

words in a sentence. The objective function of the model is given as follows: 

𝐸 =
1

𝑇
∑ ∑ log𝑝(𝑤𝑡+𝑗|𝑤𝑡)−𝑐≤𝑗≤𝑐
𝑇
𝑡=1 ,        (2) 

 
3 See http://jmcauley.ucsd.edu/data/amazon/ 
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where c denotes the size of the window (context) and p(wt+1|wt) is represented by the following hierarchical softmax 

algorithm [50]: 

𝑝(𝑤|𝑤𝐼) = ∏ 𝜎(⟦𝑛(𝑤, 𝑗 + 1) = ch(𝑛(𝑤, 𝑗)⟧𝑣´𝑛(𝑤,𝑗)
𝑇 𝑣𝑤𝐼

)𝐿(𝑤)−1
𝑗=1 ,     (3) 

where wI is the input word, vw and v’w are the input and output vector representations of word w, respectively, L(w) 

is the path length from the root node to word w, n(w,j) denotes the j-th node in the binary tree, σ(x) is a sigmoidal 

function, ch(n) is a child node of n chosen arbitrarily, and ⟦𝑥⟧=1 if x is true and otherwise ⟦𝑥⟧=-1. The hierarchical 

softmax algorithm was used due to its computational effectiveness compared with the original softmax. 

After testing the different dimensionalities of word embeddings (50, 100, 200 and 400 word vectors), we set it to 

k=100, which performed the best for all the tested datasets in terms of DFFNN and CNN accuracy. This setting is 

also in agreement with related studies [61]. The size of the context was c=5 [50] to produce a complex word 

representation.  

4.4 DFFNN model 

The DFFNN model proposed in this study was represented by a multilayer perceptron NN with two hidden layers 

(Fig. 1). DFFNNs can effectively process complex sparse representations of text documents just like consumer 

reviews [8].  

In the input layer of the proposed DFFNN model, three sets of features were extracted from the raw review text, 

namely (1) the top 2,000 unigrams, bigrams and trigrams according to their tf.idf weights, (2) 30 emotion features, 

and (3) average embeddings calculated for each review from the pre-trained embedding weight matrix (lookup 

table). Additional review-based, reviewer-based and product-based features were used as inputs in this study de-

pending on the dataset domain.  
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Fig. 1: DFFNN model for fake review detection 

The two hidden layers process the complex relations between the input features and output classes (fake/truthful). 

Dropout regularization was employed during DFFNN training to avoid overfitting. In agreement with [6], rectified 

linear units were used in both the hidden layers to speed up the training process and avoid poor local error minima. 

To train the DFFNN, we used the mini-batch gradient descent algorithm that ensures stable convergence using 

mini-batches. The synapse weights were updated in the following way:  

𝑠𝑡+1 = 𝑠𝑡 − 𝛼∇𝜃𝐽(𝑤𝑡; 𝑥
(𝑖:𝑖+𝑏); 𝑦(𝑖:𝑖+𝑏)),        (4) 

where s represents the synapse weight, t is the index of iteration, t=1, 2, …, T, α denotes the learning rate, J is an 

objective function, xi and yi are the inputs and output for the i-th training sample, respectively and b is the mini-

batch size. To find the optimal DFFNN structure, a grid search procedure was used for the different numbers of 

neurons in the hidden layers = {10, 20, 50, 100}. The dropout rate for the input layer was set to 0.2, while it was 

0.5 for the hidden layers. The remaining training parameters were set as follows: b=100, η=0.1 and T=1000. In the 

output layer, the following softmax function was used: 
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𝑃(𝑦𝑗) =
e𝜃

𝑗

∑ e𝜃
𝑘𝐾

𝑘=1

,           (5) 

where θ is the set of model parameters, and j and k denote the indexes of classes. Cross-entropy loss was used to 

represent objective function J. 

The time complexity of the proposed DFFNN model is O(nb×T×(m×n1+n1×n2+n2×n3)), where nb is the number of 

mini-batches, m is the number of features, n1 and n2 are the numbers of neurons in the first and second hidden 

layer, respectively and n3 is the number of neurons in the output layer.  

4.4 CNN model 

Fig. 2 illustrates the proposed CNN architecture. For the CNN model, each sentence was converted into the k-

dimensional word representation using the pre-trained embeddings, where k is the number of embeddings. Thus, 

the nw×k word representation was produced, where nw is the number words in a sentence. To obtain a static size of 

the inputs, the maximum nw was set to 50. Additionally, the tf.idf weight and 30 emotion indicators were calculated 

for each word. Hence, we obtained 50×131 word representations for each sentence. Given the maximum number 

of sentences in the corpus of reviews, multiple word representations were created by applying these procedures to 

all the sentences in a review. 

For the convolutional layer, we set the number of filters (feature maps) to 27. Again, we conducted extensive 

experiments with the number of filters (25, 26, 27, 28) and the additional convolutional layer, but CNN performance 

was not improved using those settings. A standard filter size of 5 and rectified linear unit activation was used for 

the convolutional layer, which was followed by a max pooling layer (size of 4) and an output layer with a softmax 

function. The stochastic gradient descent was used for training the CNN model with η=0.1 and T=1000. 
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Fig. 2: CNN model for fake review detection 

The time complexity of the CNN model is O(n×T×(m×s×n1+n1×n2)), where n is the number of samples, s is the 

number of sentences in the document, n1 is the feature map dimension in the convolutional layer and n2 is the 

number of neurons in the output layer.  

5 Experimental Results 

In this section, we present the results of the experiments performed to empirically evaluate the effectiveness of the 

proposed DFFNN and CNN models on the four fake review datasets. To evaluate the experimental results, three 

evaluation measures were considered: accuracy, area under the ROC (receiver operating characteristic) curve 

(AUC) and F-score. Accuracy is the percentage of reviews correctly predicted, AUC represents the probability 

that the classifier ranks a randomly chosen truthful review higher than a randomly chosen fake review, and F-score 

is the combination of precision (percentage of reviews correctly classified as truthful of all the reviews predicted 

as truthful) and recall (percentage of reviews correctly classified as fake of all the fake reviews). To consider both 
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accuracy and total execution time, the adjusted ratio of ratios (ARR) was also used [13]. The ARR can be defined 

as follows: 

𝐴𝑅𝑅𝑎𝑝,𝑎𝑞
𝑑𝑖 =

𝐴𝑐𝑐𝑎𝑝

𝑑𝑖

𝐴𝑐𝑐𝑎𝑞

𝑑𝑖

1+𝐼𝑚𝑝×log(
𝑇𝑎𝑝

𝑑𝑖

𝑇𝑎𝑞

𝑑𝑖
)

,         (6) 

where 𝐴𝑐𝑐𝑎𝑝
𝑑𝑖  and 𝑇𝑎𝑝

𝑑𝑖  denote the accuracy and execution time of algorithm ap on dataset di, respectively and Imp 

is the relative importance of Acc and T, indicating the amount of accuracy the user is willing to trade for execution 

time speedup/slowdown. Following [13], we tested three scenarios, Imp={0.1%, 1%, 10%}. 

Hereafter, we present the means and standard deviations of the stratified 10-fold cross-validation performed on the 

four datasets. The Skip-Gram model, as well as the experiments with the DFFNN and CNN models were conducted 

in the Deeplearning4j program environment. 

In the first set of experiments, we investigated the effect of word embedding pre-training on the accuracy of the 

DFFNN and CNN. In agreement with the results of Ren and Ji [61], we find that pre-trained word embeddings 

(using the corpus of ⁓84 million Amazon reviews) provide higher accuracy than those trained on each of the four 

datasets (Fig. 3). As expected, the effect was larger for the smaller datasets (restaurant and doctor). By contrast, 

the effect was insignificant (using the Wilcoxon signed rank test at the p=0.05 level) for the Amazon dataset, 

indicating that the size of this dataset was large enough to provide a reliable word representation model.  

 



17 

 

Fig. 3: The effect of pre-trained word embeddings on classification accuracy 

 

In the further sets of experiments, we examined the effect of combining the pre-trained word embeddings (Skip-

Gram model) with the n-gram and emotion representations (Fig. 4). The results show that in most cases, the n-

gram model provided higher accuracy than the Skip-Gram model, suggesting that word frequency is an important 

indicator of fake reviews. We also tested unigrams and bigrams in the n-gram model but without improvement. 

Further improvement in accuracy was achieved using the models integrating the n-gram, Skip-Gram and emotion 

representations. Compared with the n-gram models, significantly higher accuracy at p=0.05 was achieved for most 

models, except for the restaurant and doctor datasets trained using the DFFNN. Therefore, the results indicate that 

the proposed integrated model was the most effective when applied to larger datasets containing reviews with both 

positive and negative polarity. 

 

Fig. 4: The effect of combining pre-trained word embeddings on classification accuracy 

 

To demonstrate the effectiveness of the proposed fake detection models, we also compared their performance with 

several baseline and state-of-the-art approaches used in previous studies of fake review detection: 
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• DFFNN (DFFNNngram) [10] and sentence CNN (SCNN) [43] models trained using n-grams as inputs. The 

NN’s structures and training parameters were the same as for the proposed models (this also applies to 

all the NN models listed below); 

• A DFFNN extension using the Skip-Gram model with 500 not pre-trained word embeddings (DFFNN-

skipgram) [10]; 

• A CNN model using the pre-trained CBOW model with 100 pre-trained word embeddings (CNNcbow) 

[61]; 

• SVM as a popular baseline model used in several related studies [26, 40, 55, 56]. The LibLINEAR im-

plementation of the L2-regularized L2-loss SVM was used with the polynomial kernel function and var-

ying complexity parameter C = {20, 21, … , 26} (the optimal value of C for each dataset was determined 

using the grid search method);  

• The following baseline models were used in earlier research: Naïve Bayes (NB) [41], Bagging [65], k-

NN [19, 62], AdaBoost [5] and Random Forest (RF) [62]. Here, we used k-NN with k=3, RF with 100 

random trees, and Bagging and AdaBoost M1 with REPTree and decision stump as the base learners, 

respectively. The experiments with these baseline models were conducted in the Weka 3.8 program en-

vironment. All the baseline models were trained using all the input features (n-grams, pre-trained word 

embeddings and emotion indicators). 

 

Table 3 and Table 4 summarize the results of the experiments for all the compared methods in terms of Acc, AUC 

and F-score. The results are consistent across all these evaluation measures, indicating that the classifiers per-

formed well for both, fake and truthful classes. Overall, the NN methods significantly outperformed the baseline 

methods (using the Wilcoxon signed rank test at the p=0.05 level), except for DFFNNskipgram, suggesting that the 

latter methods have limited ability to capture complex features from the high-dimensional fake review datasets.  

Table 3: Results of the experiments for the hotel and restaurant datasets 

 Hotel dataset Restaurant dataset 

Baseline methods Acc [%] AUC F-score Acc [%] AUC F-score 

SVMa 80.75±3.12 0.807±0.031 0.808±0.031 80.34±7.22 0.803±0.090 0.809±0.069 

NB 81.25±3.29 0.850±0.042 0.817±0.031 80.58±3.38 0.832±0.042 0.813±0.031 

Bagging 78.19±4.90 0.857±0.041 0.781±0.050 77.09±6.68 0.828±0.061 0.766±0.069 
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k-NN 71.38±2.99 0.772±0.031 0.678±0.047 72.14±6.93 0.788±0.074 0.692±0.093 

AdaBoost 77.06±2.38 0.842±0.028 0.771±0.027 74.38±6.64 0.837±0.063 0.749±0.060 

RF 79.31±2.91 0.873±0.027 0.798±0.028 76.62±3.92 0.861±0.037 0.770±0.040 

NN methods Acc [%] AUC F-score Acc [%] AUC F-score 

DFFNNngram [10] 88.19±2.15 0.951±0.014 0.882±0.022 88.31±3.91 0.938±0.038 0.887±0.035 

SCNN [43] 86.44±2.41 0.939±0.020 0.863±0.023 89.30±5.76 0.952±0.041 0.898±0.054 

DFFNNskipgram [10] 83.00±4.06 0.908±0.025 0.831±0.042 71.67±7.14 0.788±0.058 0.709±0.081 

CNNcbow [61] 84.88±3.25 0.911±0.026 0.850±0.032 79.61±7.86 0.889±0.055 0.803±0.064 

DFFNN (this study) 89.56±3.01 0.951±0.018 0.896±0.029 88.31±4.71 0.953±0.030 0.884±0.047 

CNN (this study) 87.25±1.70 0.945±0.014 0.872±0.015 89.80±6.16 0.965±0.028 0.901±0.057 
Note: the best results are in bold, a obtained for C=24 

The DFFNN model performed best for all the performance measures for the hotel and doctor datasets, while the 

CNN model outperformed the remaining methods for the restaurant and doctor datasets. Besides the CNN model, 

SCNN also performed well on those datasets, suggesting that CNNs perform better when trained on data with a 

single sentiment polarity. By contrast, the DFFNN model seemed to be more effective when dealing with combined 

sentiment (positive and negative), which can be attributed to the use of dropout in between the DFFNN layers. 

Indeed, this regularization approach has been reported to improve the generalization ability of deep NN models 

for text classification tasks [70]. The poor performance of DFFNNskipgram compared with CNNcbow provided addi-

tional support to the effectiveness of pre-trained word embeddings. The k-NN and AdaBoost baseline methods 

also performed poorly, which can be attributed to their poor ability to handle high-dimensional datasets [8]. 

Table 4: Results of the experiments for the doctor and Amazon datasets 

 Doctor dataset Amazon dataset 

Baseline methods Acc [%] AUC F-score Acc [%] AUC F-score 

SVMa 85.31±6.65 0.838±0.071 0.886±0.053 76.25±3.85 0.762±0.038 0.760±0.029 

NB 81.02±3.90 0.827±0.054 0.853±0.028 59.21±0.92 0.633±0.012 0.617±0.009 

Bagging 70.40±7.72 0.752±0.106 0.792±0.051 80.41±0.58 0.861±0.007 0.793±0.006 

k-NN 71.13±3.85 0.716±0.049 0.786±0.025 75.97±0.83 0.804±0.009 0.756±0.009 

AdaBoost 69.73±5.71 0.726±0.054 0.774±0.049 79.22±0.82 0.846±0.010 0.782±0.009 

RF 75.07±5.59 0.812±0.061 0.831±0.034 59.35±0.98 0.624±0.015 0.595±0.011 

NN methods Acc [%] AUC F-score Acc [%] AUC F-score 

DFFNNngram [10] 86.19±5.71 0.931±0.034 0.894±0.044 81.98±0.79 0.881±0.005 0.813±0.010 

SCNN [43] 87.81±3.94 0.925±0.036 0.906±0.031 80.62±0.62 0.863±0.007 0.798±0.007 

DFFNNskipgram [10] 64.16±0.89 0.646±0.066 0.781±0.006 78.85±1.00 0.860±0.009 0.777±0.011 

CNNcbow [61] 77.96±7.68 0.818±0.100 0.839±0.048 79.64±0.75 0.867±0.008 0.786±0.009 

DFFNN (this study) 86.21±3.93 0.932±0.030 0.893±0.028 82.80±0.50 0.893±0.006 0.825±0.005 

CNN (this study) 88.35±3.29 0.946±0.025 0.910±0.026 81.30±0.72 0.879±0.008 0.806±0.009 
Note: the best results are in bold, a obtained for C=23 and C=25 for the doctor and Amazon dataset, respectively 

To compare the accuracies statistically, a nonparametric Friedman test [22] was performed across the four datasets. 

This test is based on ranking the methods according to the Friedman statistic. The Friedman p-value indicates the 
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significant differences between the tested fake detection methods. Among the methods, the CNN and DFFNN 

models ranked first and second, respectively. To further compare the results against the best performer (CNN used 

as a control method), the Holm–Bonferroni post-hoc procedure [22] was employed to adjust the significance level. 

Table 5 shows that all the baseline methods and DFFNNskipgram were significantly outperformed by the proposed 

CNN model, whereas DFFNNngram, SCNN, CNNcbow and DFFNN performed statistically similarly at p=0.05 in 

terms of accuracy. 

To compare the computational time of the proposed models, we adopted the approach used in previous studies [9, 

17] and used testing times to demonstrate real-time capacity. The results in Table 6 show that the proposed models 

were less time efficient than the other NN models. However, the capacity of the proposed models can be considered 

to be sufficient for online detection systems because approximately 3,000 reviews can be categorized per second. 

For example, the average testing times for CNNs were 2,446 reviews/sec, 3,333 reviews/sec, 3,610 reviews/sec 

and 4,631 reviews/sec for the hotel, restaurant, doctor and Amazon datasets, respectively, indicating acceptable 

throughput of the proposed fake detection system irrespective of data size and review domain. 

Table 5: Results of Friedman nonparametric test 

Method Aver. ranking p-value 

(vs. CNN) 

SVM 7.00 0.050* 

NB 7.50 0.031* 

Bagging 8.25 0.014* 

k-NN 10.5 0.001* 

AdaBoost 9.75 0.002* 

RF 9.25 0.004* 

DFFNNngram [10] 2.88 0.731 

SCNN [43] 3.00 0.695 

DFFNNskipgram [10] 9.50 0.003* 

CNNcbow [61] 6.25 0.096 

DFFNN (this study) 2.13 0.961 

CNN (this study) 2.00 – 

Friedman p-value 0.0003*  
* statistically significant difference at p=0.05 

Table 6: Testing time for comparing the fake review detection methods 

 Hotel dataset Restaurant dataset Doctor dataset Amazon dataset 

Method Testing time [s] Testing time [s] Testing time [s] Testing time [s] 

SVM 0.001±0.000 0.000±0.000 0.000±0.001 0.291±0.026 

NB 0.106±0.002 0.040±0.001 0.003±0.000 3.612±0.217 

Bagging 0.001±0.000 0.000±0.000 0.000±0.000 0.034±0.007 

k-NN 1.340±0.011 0.100±0.002 0.016±0.006 296.241±2.022 
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AdaBoost 0.000±0.000 0.000±0.000 0.000±0.000 0.016±0.000 

RF 0.011±0.001 0.002±0.001 0.001±0.001 0.059±0.014 

DFFNNngram [10] 0.211±0.011 0.064±0.005 0.087±0.004 15.208±6.230 

SCNN [43] 0.953±0.017 0.081±0.007 0.046±0.001 2.551±0.006 

DFFNNskipgram [10] 0.015±0.001 0.005±0.008 0.006±0.001 0.859±0.001 

CNNcbow [61] 0.084±0.001 0.023±0.008 0.032±0.001 0.877±0.007 

DFFNN (this study) 0.271±0.005 0.101±0.004 0.127±0.002 7.894±0.561 

CNN (this study) 0.327±0.007 0.120±0.002 0.154±0.027 4.535±0.016 
Note: The experiments were performed using Intel i5-8400 2.80 GHz with six cores/threads and 16 GB RAM in the Weka 

3.8.3 x64 program environment on a Windows 10 operating system. Deep NNs were implemented in the Deeplearning4j Java 

library. 

 

Finally, Table 7 shows the results for the ARR measure, indicating the ratio between accuracy and testing time. 

To calculate the average ranking for each value of Imp, the geometric mean was calculated across all the datasets 

and the arithmetic mean ARR was then obtained across the compared methods, as suggested in [13]. As expected, 

the rankings of fast detection methods such as SVM and AdaBoost improved when testing time was considered to 

be the dominant criterion (Imp = 10%). On the contrary, the proposed models performed best when accuracy was 

considered to be more important (Imp = 0.1%) or both criteria were equally important (Imp = 1%), a scenario close 

to the real-world situation.  

Table 7: Average rankings based on the ARR measure for the three values of Imp 

 Imp = 0.1%a Imp = 1% Imp = 10%b 

Method ARR Aver. ranking ARR Aver. ranking ARR Aver. ranking 

SVM 1.023 5 1.036 5 1.214 1 

NB 0.948 8 0.945 9 0.926 11 

Bagging 0.970 7 0.985 7 1.182 3 

k-NN 0.919 10 0.908 12 0.816 12 

AdaBoost 0.952 5 0.970 8 1.212 2 

RF 0.915 11 0.921 11 1.005 5 

DFFNNngram [10] 1.090 3 1.080 3 1.001 8 

SCNN [43] 1.088 4 1.079 4 1.006 4 

DFFNNskipgram [10] 0.939 9 0.940 10 0.965 10 

CNNcbow [61] 1.019 6 1.016 6 0.993 9 

DFFNN (this study) 1.097 1 1.087 1 1.003 6 

CNN (this study) 1.096 2 1.086 2 1.002 7 
Note: a accuracy is the dominant criterion, b testing time is the dominant criterion. 
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6 Conclusion 

In this study, we proposed two deep NN models for detecting consumer fake reviews using an integrated frame-

work of n-gram, Skip-Gram and emotion models. Using such complex high-dimensional models seems to be nec-

essary to outperform existing approaches. The experimental results performed on four real-life fake review datasets 

demonstrate the effectiveness of the proposed models. Notably, the proposed models outperformed existing base-

line approaches and state-of-the-art fake review detection methods in terms of accuracy, AUC and F-score. The 

experimental results also showed that the proposed integrated models were the most effective for larger datasets 

with combined polarity, implying their potential applications in real-life scenarios. To achieve high accuracy in 

such a setting, we leveraged pre-trained word embeddings and different emotion representations. Importantly, the 

proposed detection systems were also effective in terms of time complexity and detection time, as indicated by the 

ARR multicriteria measure.  

A major limitation of the proposed model is that reviewer- and product-based features were not fully used. Com-

pared with the multi-modal embedding representation proposed in [47], rich behaviour features were neglected, 

such as the ratio of reviewers’ positive/negative reviews and the rating distribution of a reviewer’s (product’s) 

reviews. It is therefore recommended that further research should combine the proposed models with graph-based 

approaches using review metadata. For future works, we also plan to use the advantages of both the DFFNN and 

the CNN models and develop a hybrid deep NN structure similar to that of the “Network in Network” [45]. Such 

a hybrid model could further improve the generalization ability of the CNN model. Another disadvantage of the 

proposed model is that in contrast to the CNN model in [43], sentence weights were ignored due to their domain-

specific nature. However, they can also be incorporated into the CNN model to consider the importance of different 

sentences. The results of this study suggest that the proposed deep NN models might have great potential applica-

tion in related challenging text classification tasks such as fake news detection and opinion spam detection. Word 

embeddings can be easily pre-trained on other large corpuses for alternative domain applications. To obtain the 

complete sentence representation, the emotion indicators used in the proposed model can also be applied to other 

domains because they are based on general purpose lexicons.  
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