Development of Artificial Intelligence Based Module to Industrial Network Protection System
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Abstract. The paper deals with the software-defined networking concept applied to industrial networks. This innovative concept supports network programmability and dynamic implementation of customized features, including security related ones. In a previous work of the authors, the industrial network protection system (INPS) was designed and implemented. The INPS provides complex security features of various traditional and modern security solutions within a single system. In this paper, the AI module, which is one of the crucial parts of the INPS, is dealt with. In particular, a detailed report focused on the development of the AI module decision function is provided. As a result, an artificial neural network, used for the network traffic evaluation in the AI module, is developed and comprehensively tested.
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1 Introduction

The recent transformation of industrial networks from private and closed networks into standardized IP networks brought many advantages, but also introduced new security risks. These networks become connected to cloud data centers and centralized management systems and integrated Internet of Things (IoT) devices. These changes lead to increase of traffic volume, heterogeneity and complexity, resulting in wider scope for potential attacks. This danger is magnified by the fact, that these networks are nowadays connected to the Internet all the time and they can be therefore theoretically accessed by anyone. To perform an attack is nowadays easier than anytime in the past. Attacking tools are now publicly accessible and they require no deep knowledge in order to use them.

Defense against these threats requires a more comprehensive approach than just a manual filtering by a human element. An automation with involvement of artificial intelligence (AI) is nowadays a necessity. There are many commercially available protection tools which use cloud-based artificial intelligence, but on
the other hand, not so many, which could be deployed locally. This could be an important fact, if data privacy is an issue.

One of the most promising approaches in this area is utilization of software-defined networking (SDN), which provides a solid prefiguration for AI implementation. Unfortunately, the utilization of SDN in security areas is still being researched. Traditional firewalls were implemented in SDN in many works [3, 6, 18, 19], but AI-based firewalls, on the other hand, were rarely researched. Only the paper [5] presented a firewall with machine learning for securing cloud data centers. However, the operation of this firewall was severely limited, as it supported only two functions: allow and block packets. Such a system does not meet criteria for modern security systems.

Therefore, a protection system with AI was designed and developed by the authors of this article in [11]. The solution was called Industrial Network Protection System (INPS) and its aim was to provide complex security features within a single system. One of the most crucial parts of the system was the AI module, used for network traffic evaluation. The work [11] utilized only the basic design of artificial neural networks and did not explore multiple approaches. The goal of this contribution is to provide a detailed report focused on the development of the AI module decision function. Hence, two approaches to the AI module decision function are defined, implemented and tested in order to get the suitable functionality of the AI module.

The rest of the article is organized as follows. In the next chapter, the idea of an industrial network protection system is summarized. Then, the AI module is proposed. The main contribution of this article, the AI module decision function architecture development, is described within this section. Afterwards, as the last part of the article, the AI module performance is tested and evaluated.

## 2 Industrial Network Protection System

This section describes only the overall architecture of INPS. The more detailed definition can be found in [11].

The INPS is developed to comply with the main operational requirements of industrial networks, i.e. component lifetime, critical infrastructure, fault tolerance, high availability, limited component access, non-upgradability, performance, proprietary communication protocols and system certification [12, 23]. It provides centralized network management with monitoring of data flows in real-time. Each data flow can be blocked or allowed and the system also supports more advanced filtering features including redirecting the flow to specified ports, setting QoS values, and storing payload for the application layer inspection. All these features can be performed manually or automatically by the AI module.

The architecture of the system can be segmented into four components, as shown in Fig. 1.

1. The main module - it provides the basic INPS functionality including its control via two separate web pages - one for traffic monitoring and filtering, and the second for the system settings. The module is integrated into
2. The AI module - it performs optional automated filtering. It is located in a separate package, which uses files with trained artificial neural networks for determining traffic decisions. These files can be imported directly or via the application web interface.

3. The ONOS SDN controller - it performs standard networking functions. Based on the network topology, this can include forwarding, routing, loop prevention, load-balancing etc. The controller also has the web user interface for configuration and management of provided features.

4. External AI training application - it is implemented as a stand-alone application. It takes an exported traffic map - a file with data flows and manually set firewall rules. Based on this map, it trains artificial neural networks by one-time offline learning. The output of the application is a file with trained neural networks. This file can then be imported to the AI module.

In the next section, a suitable architecture for the AI module decision function is discussed and developed.

3 Artificial intelligence in INPS

The AI in the INPS has functionality of a decision method. In simple words, this element determines one of the decision states according to incoming flow characteristics. The state space includes the following items: allow, block, forward to selected ports, application layer inspection, and four levels of QoS settings (low, normal, high and critical).
Communication protocols used in industrial networks can be classified into two basic types - network layer protocols (L3) and transport layer protocols (L4) [1]. In order to keep the clarity and transparency of the article at the acceptable level, the more general L4 communication is considered in this work. However, the more granular functionality, which includes other possible protocols, can be achieved by the INPS by performing similar steps.

Hence, the AI-based decision method is supposed to decide, based on the incoming flow characteristics defined by both source and destination IP addresses and also by the amount of traffic expressed by packets per second. Each IP address is composed from four octets, which are used as unique inputs. In addition, source and destination port numbers are considered as relevant inputs. Therefore, eleven inputs specify the decision. It is shown to advantageously solve such input-output mapping problems using feedforward multilayer neural networks [13, 7].

An artificial neural network is a group of algorithms that, generally, aims to recognize relationships in a set of data through a process that emulates the way the biological neural network operates. A feedforward multilayer neural network is one of the mostly applied architectures [10]. It consists of two or more subsequently connected layers of artificial neurons, with signal propagated only in forward direction.

During last decades, two types of feedforward multilayer neural networks have proven themselves to be particularly competent for input-output mapping problems. The first of them is a feedforward neural network with dense (fully connected) layers (FFNN), the second one is a feedforward convolutional neural network (CNN). Both mentioned types are considered in this approach as possible architectures for the AI module decision function.

The procedure of a neural network design involves training set, and validation set acquisition, training, pruning and validating. The essential information related to this procedure, as it is adapted for the INPS, is described in the following sections. More information regarding the design, as well as the discussion to each part of the process, can be found in [10].

3.1 Training dataset

The used dataset is simulating a highly utilized industrial network and the traffic was generated by a custom developed application [11]. The traffic map, generated for a neural network training, contains 80 000 unique data patterns. The dataset is then divided into training set (70 %), validation set (15 %) and testing set. Training set is used for a neural network parameters adaptation during training process, validation set is used to identify the best network configuration during training, and testing set is used for final AI module evaluation.

3.2 FFNN design

In order to have a capability to solve the problem, the FFNN needs to follow some statements [10]. Specifically, at least one hidden layer with enough neurons
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needs to be implemented. Besides, monotonic, continuous and bounded transfer
(activation) functions must be applied in neurons of the hidden layer. In this
contribution, a number of hidden layers is set based on experimental results. A
hyperbolic tangent transfer function is considered for the neurons in the hidden
layers. Since the FFNN is intended to be used as a decision element, the softmax
transfer function is considered for the neurons in the output layer. Apparently,
the number of output neurons is defined by the number of elements in the output
state space.

FFNN design especially consists of training and pruning. The result of train-
ing provides suitable weights and biases of FFNN. The pruning is superior to
the training and it should convert the redundantly-designed network into a sim-
pler one with no decrease of the performance. In our work, the pruning is based
on the repeated training of various FFNNs with different topologies. A mean
square error function ($E$), applied to the validation set, works for us as a cost
function. It detects the performance quality of the network. Since the training
is a stochastic process, 100 training performances for every considered topology
are executed in order to get statistically significant results.

The training parameters are set according to the pilot study and based on
the previous authors’ experience. Specifically, the Nguyen-Widrow technique [21]
is used for the initial setting of the weights and biases in the beginning of the
training. Then, the Levenberg-Marquardt search technique [9] is applied for the
weights and biases adaptation. The input values in the training set are nor-
malized in order to avoid the unequal influence of individual values during the
training process. The parameters of the training and pruning process, including
the formal parameters of all the applied techniques, are summarized in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Parameters of the experiments with FFNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training algorithm</td>
</tr>
<tr>
<td>Initialization</td>
</tr>
<tr>
<td>Maximum epochs</td>
</tr>
<tr>
<td>Stopping criterion</td>
</tr>
<tr>
<td>Adaptive coefficient $\mu$</td>
</tr>
<tr>
<td>Increment $\mu$</td>
</tr>
<tr>
<td>Decrement $\mu$</td>
</tr>
</tbody>
</table>

Box plots with the resulting cost function value obtained for various FFNN
topologies during training process are shown in Fig. 2. Each box plot consists of
median value (central mark), 25$^{th}$ and 75$^{th}$ percentiles (edges of the boxes) and
extreme data points (the whiskers). It is clearly visible, that the most suitable
performance is provided using a topology with ten neurons in one hidden layer.
The topologies with two hidden layers fail to provide better results. However,
best representatives of all topologies will be also tested using testing set.
3.3 CNN design

With current possibilities in parallel computing, CNNs are considered a leading topology among neural networks. A list of well-recognized CNN topologies can be found in [2].

Convolutional neural network layers mainly include three representatives, namely convolutional layer, pooling layer and dense (fully-connected) layer. A good summary of convolutional neural networks and how to implement them can be found in [8].

In these days, a huge number of various topologies of CNNs are available for implementation. In this paper, five different architectures are selected for possible application. Architectures Net1 and Net2 are relatively simple. They consist of the sequence of convolutional layers and max-pooling layers. Both architectures end with a last hidden dense layer with 512 neurons. Then, a softmax layer is applied as the output layer to classify the output. Both architectures are adapted from [20]. In addition to these networks, more complex and widely accepted topologies are selected; LeNet-5 [4, 17], AlexNet [16] and VGG-16 net [22].

As well as in the previous case, the mentioned architectures are trained in order to map correctly the dataset described in section 3.1. However, it is generally accepted feature of CNNs, that the performance is especially high when applied to multidimensional data processing. Image processing can be stressed as one of the most obvious examples [15]. Hence, it could be useful to find an operation of transformation, which transforms eleven inputs, considered as inputs to the AI module decision function, into two or three-dimensional structure, preferably a graphical figure. As the first engineering approach to this transformation, a polar
line chart is suggested in this article, as demonstrated in Fig. 3. The operation is referred to in the further text as depiction.

![Fig. 3. Demonstration of visualization of multidimensional data in 2D. In this demonstration, a 6-dimensional vector [1, 0.2, 0.8, 0.6, 0.8, 0.4] is visualized.](image)

Therefore, the whole dataset (see Section 3.1) is normalized and transformed to a set of filled polar line chart figures. The charts are stored as [122 x 122] px grayscale images. A selected group of resulting images is demonstrated in Fig. 4.

![Fig. 4. Examples of transformed dataset.](image)

Consequently, the training of the selected architectures is performed. The ADAM search technique is used as an optimizer based on its generally acceptable performance [14]. Initial weights are set randomly in this case, with Gaussian distribution (location = 0, scale = 0.05). Similarly to the previous training, the training processes are executed a hundred times and the same cost function is computed over the validation set - see Table 2 for all the parameters of the training processes. The resulting values are shown in Fig. 5. After the training
process, LeNet-5 is indicated to be the correct CNN to be implemented for the AI module decision function. However, the best representatives of each architecture are tested in the next section.

**Table 2. Parameters of the experiments with CNN**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input shape</td>
<td>122 x 122 x 1</td>
</tr>
<tr>
<td>Training algorithm</td>
<td>ADAM algorithm</td>
</tr>
<tr>
<td>Initialization</td>
<td>Normal distribution (mean = 0, std = 0.05)</td>
</tr>
<tr>
<td>Maximum epochs</td>
<td>50</td>
</tr>
<tr>
<td>Stopping criterion</td>
<td>Maximum epochs reached</td>
</tr>
<tr>
<td>Learning rate $\alpha$</td>
<td>0.001</td>
</tr>
<tr>
<td>Exponential decay rate 1 $\beta_1$</td>
<td>0.9</td>
</tr>
<tr>
<td>Exponential decay rate 2 $\beta_2$</td>
<td>0.999</td>
</tr>
</tbody>
</table>

![Fig. 5. Resulting values of error function for various CNN topologies.](image)

4 **FFNN and CNN testing and evaluation**

In the previous sections, two architectures of feedforward multilayer artificial neural networks are designed to be implemented as a decision method in the AI module. Both are drawn up in Fig. 6.
Now, the best representatives of both architectures are tested using the testing set (see Section 3.1). Note that the data in the testing set are not used during training. Accuracy, defined as the ratio of correctly made decisions to all performed decisions, is used as the metric. The resulting values of the metric are shown in Table 3.

The results show a number of interesting outcomes. Above all, the highest accuracy is provided by the VGG-16 architecture in combination with depiction of inputs. Thus, a best value of error function during training does not guarantee a best accuracy over the testing set. Then, feedforward neural networks with dense layers provide generally less variant results. Convolutional architectures, on the other hand, go from totally unacceptable to a very reasonable behavior.

5 Conclusion

As a continuation of previous work of the authors, the development of the AI module, which is a part of the industrial network protection system, is dealt with in this article. Two architectures, based on feedforward multilayer neural networks, are considered for implementation as decision function for the AI module. The extensive development of both architectures is performed then in order to achieve a high accuracy of decision making of the AI module. The tests presented at the end of the paper indicate, that the highest accuracy is provided by the VGG-16 architecture in combination with depiction of inputs.
Table 3. Testing results

<table>
<thead>
<tr>
<th>Topology</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-1</td>
<td>0.7920</td>
</tr>
<tr>
<td>4-1</td>
<td>0.9088</td>
</tr>
<tr>
<td>6-1</td>
<td>0.9126</td>
</tr>
<tr>
<td>10-1</td>
<td>0.9188</td>
</tr>
<tr>
<td>12-1</td>
<td>0.8918</td>
</tr>
<tr>
<td>15-1</td>
<td>0.9097</td>
</tr>
<tr>
<td>5-5-1</td>
<td>0.9084</td>
</tr>
<tr>
<td>7-7-1</td>
<td>0.8664</td>
</tr>
<tr>
<td>Net1</td>
<td>0.8301</td>
</tr>
<tr>
<td>Net2</td>
<td>0.8752</td>
</tr>
<tr>
<td>LeNet</td>
<td>0.8346</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.7262</td>
</tr>
<tr>
<td>VGG-16</td>
<td>0.9501</td>
</tr>
</tbody>
</table>

However, this outcome should definitely be understood as the preliminary result, since many aspects of the development procedure still need to be examined. First of all, there exist many possibilities of depiction process. In this paper, only one is considered. It is indispensable possibility of totally different results with different depiction process. The other thing is a computational complexity. The protection system is supposed to provide efficient real-time traffic monitoring and depiction process could be one of the weak spots from this point of view. Hence, these aspects are aimed to be deal with in the future works.
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