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MIMO radar signals with better correlation characteristics

Pavel Bezoušek1 , Simeon Karamazov1∗

MIMO radars employ multiple transmitting and receiving antennae. For each transmitting antenna, an independent and
easily distinguishable signal is required, and appropriate filters must be used by the receiver. For this, the transmitted signals
should have characteristics, enabling their effective separation. In this paper the correlation characteristics of selected signals
are compared, and the appropriate signal coding is suggested. For differentiation, we address signals with basic linear or
nonlinear frequency modulation (LFM or NLFM) multiplied by Gold, PRN, or frequency diversity (FD) codes. The analysis
shows that better signal characteristics are achieved using the FD than the other codes. Using matched filters with filter
length of 511, sidelobes and cross-correlations are suppressed by 40 dB with FD codes, while with the other codes only 20 dB
was achieved. It was also proven, that the FD codes are more tolerant to the Doppler shift. On the other hand, the FD
codes application leads to an extension of the overall transmitted signal bandwidth. This however, only represents a serious
barrier for very broadband radar systems.

K e y w o r d s: MIMO radar, autocorrelation function, time-frequency cross correlation, matched filter, frequency mod-
ulation, gold codes

1 Introduction

In recent years, MIMO (Multiple Input Multiple Out-
put) radars have attracted significant attention, mainly
due to their flexibility in space mapping and object reso-
lution management (eg [1–7]. The MIMO radars are usu-
ally divided into two groups: one with collocated and the
other with widely separated antennae. The term collo-
cated means antennae separated by multiples of the wave-
length and the widely separated antennae are separated
by great multiples of space resolution cells. In the case
of widely separated antennae, it is supposed that indi-
vidual transmitter/receiver pairs observe their own tar-
get echoes, uncorrelated with the echoes of the other an-
tenna pairs. Such radars take advantage of many uncor-
related paths leading to target detection enhancement at
the cost of significant complications in data association
and space scanning procedures. The radar with closely
spaced antennae benefits from processing of correlated
signals. This makes an adaptive generation of multiple
variable antenna patterns possible. To avoid any uncer-
tainty, in this paper we will deal only with radar systems
with collocated antennae.

Apart from the basic MIMO radar theory, a number of
publications discussed the generation of signals with opti-
mum correlation characteristics, in the design of antenna
characteristics or optimum signal processing [8-15]. Also
critical comments (eg [16] are recorded. Some authors
objected, that even the classical adaptive phased arrays
could suppress interfering signals coming from multiple
directions. The same is true for prevention of the signal
transmission to unacceptable directions. To this point, it

could be stated, that the main MIMO system benefit is

the extension of the digital adaptability on the transmit-

ting antenna, providing extraordinary system manage-
ment flexibility. Sometimes, objections are directed to a

lower transmitting antenna gain of a MIMO radar, im-

plying deterioration of its detection performance. This

is a plausible criticism and several authors indicated and
solved a tradeoff between detection and localization radar

capabilities [17–19].

2 MIMO radar model

2.1 Radar model description

We consider a radar with M transmitters and N re-

ceivers with corresponding antenna elements, all situated

along a line (x axis) according to Fig. 1. Targets are in

the same plane as the antenna elements. Our analysis

is thus restricted to the 2D scheme. The 3D situation
is not addressed in this paper. The term Φ represents

the angle between the target and the antenna axis in the

mentioned plane. The consecutive element spacings in the

transmitter and the receiver are denoted by dT and dR
respectively, and the transmitter to receiver separation is

labeled by L . The transmitted and received signals create

column vectors u(t) and s(t) respectively

u(t) ≡ [u1(t)u2(t) . . . uM (t)]⊤,

s(t) ≡ [s1(t)s2(t) . . . sN (t)]⊤.
(1)
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Fig. 1. Model of MIMO radar
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Fig. 2. Signal branching in the n -th receiver

Considering only one stationary point target, the two
vectors are related by the following matrix equation

s(t) = cTA(f)u(t− τ),

A(f) ≡







a1(f)

,
...

aN (f)






,

(2)

an(f) = [an1(f) an2(f) . . . anM (f)],

anm(f) = exp
[

j2π

(

m
dT

λ
+ n

dR

λ

)

f
]

exp

[

j2π
L

λ
f

]

,

where τ is a time delay of the reflected signal, A(f) is
a steering matrix comprising steering vectors an(f) of
this antenna array, spatial frequency f = sinΦ, and λ is
the wavelength. The complex constant cT describes the
target reflection.

At each receiver, the same bank of M parallel filters
processes the received signals (see Fig. 2), giving a 2D
array of output signals

V (t) =







v11(t) . . . v1M (t)
...

. . .
...

vN1(t) . . . vNM (t)







vnm(t) = sn(t) ∗ qm(t),

(3)

where vnm(t) is an output signal in the m-th branch of

the n-th receiver and qm(t) is the m-th branch filter

response in the n-th receiver.

Combining (2) and (3) we get

vnm(t) = cT

M
∑

µ=1

anν(f)rµm(t− τ), (4)

where rµm(t− τ) = uµ(t− τ) ∗ qm(t).

Output signals in all branches of all receivers are then

linear combinations of delayed replicas of the set of M×N

functions rµm(t).

In the case where matched filters are used, the filter

responses are equal to

qm(t) = u∗

m(TD − t), (5)

where TD is a fixed time delay. Then the functions rnm(t)

are cross-correlation functions of the transmitted and re-

ceived signals. Due to the Doppler effect, which plays a

significant role in radars, the reflected signals are not only

time-shifted but also frequency-shifted replicas. The sig-

nal processing then continues with another DFT through

the individual pulse repetition intervals, leading to cross-

ambiguity functions [20] of the transmitted/received sig-

nals. It is essential to transmit orthogonal signals to sep-

arate the individual transmitter/receiver paths.

The output signals from branching filters vnm(t), scat-

tered by the same target are correlated. Then it is possible

to digitally create joint transmitter/receiver antenna di-

agrams with M × N virtual antenna elements by linear

combinations of these outputs (see eg [8]). It was also

shown (eg [17]) that it is possible to combine these M

transmitted signals at individual transmitting antennae

to achieve the desirable transmit antenna diagram. This

provides more degrees of freedom to radar designers.

Nowadays, MIMO technology starts to be employed

for instance in automotive radars, where several produc-

ers offer HW platforms with more transmitters and re-

ceivers (eg [21, 22]). The basic modulation is preferably

LFM, and for diversifying, mostly PRN/BPSK modula-

tions are used. But in many cases the frequency diver-

sification (FD) of the transmitted signals would better

fit the requirements. For example, long or middle range

ACC (Automatic Cruise Control) radars use the basic

modulation with the bandwidth of 1 GHz or less. Per-

haps even more fruitful may be application of the FD in

Anti-Drone radars and generally in radars using the Track

Before Detect (TBD) technology, which searches for a tar-

get immersed in a huge clutter. This paper points out the

benefits of FD over the Gold or PRN codes application

in such situations.
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Fig. 3. Cross-correlations rµm(t) . Transmitted signals LFM multiplied by Gold codes, K = 511

2.2 Waveform selection

Radar signal modulations are subjects of some general
constraints. For instance, to prevent signal distortion in
high power amplifiers, constant-modulus modulations are
usually preferred in radars. Further limitation comes from
the necessity to handle Doppler shifted signals. Therefore,
frequency modulations are preferred over direct pseudo-
random noise code modulated PSK. In the MIMO radar,
to generate M orthogonal signals um(t) for the separate
M transmitter signals, M constant-modulus orthogonal
code modulations {Cm(t)} are needed

um(t) = Cm(t) · u0(t), (6)

where: u0(t) is the basic FM with unit energy ie {Cm(t)}
is a set of orthogonal codes Cm(t) = ±1.

If the matched filters are used, then for the output
signals rµm(t) at the output pulse center t0 = τ + TD

according to (4) and (5) we have

rµm(t0) = uµ(t0) · u
∗

m(TD − t0) =

∫ TD

0

uµ(t)u
∗

m(t)dt =

∫ TD

0

u0(t)u
∗

0(t)Cµ(t)Cm(t)dt = |u0|
2

∫ TD

0

Cµ(t)Cm(t)dt = δµm,

(7)

|u0|
2 ≡ |u0(t)|

2 = 1 (constant-modulus modulation),
where, δµm = 1 for µ = m and δµm = 0 for µ 6= m .

It means the transmitted signals are orthogonal in the
time interval of 〈0, TD〉 .

The full output signal rµm(t) is equal to the cross-
correlation function of the transmitted signals uµ(t) and
um(t). Its energy, appearing in significant indicators of
signals usability in specific applications, can be expressed
by its spectrum in the following way

εµm =

∫ 2TP

0

|rµm(t)|2dt =
1

2π

∫

∞

−∞

|S∗

µ(ω)Sm(ω)|2dω

=
1

2π

∫ ∞

−∞

|Sµ(ω)|
2|Sm(ω)|2dω , (8)

where, Sm(ω) is the transmitted signal um(t) is spectral
density, and ǫµm is the energy of the output signal rµm(t).

At the output of the m-th branch filter all rµm(t),
µ = 1, . . .M signals are present. The useful information
is carried only by the main lobe (peak) of the rmm(t)
signal, the rest act as interfering background. It consists
of rmm(t) sidelobes and of cross-talks r µm(t) , withall µ
but µ = m . From (8), it is evident, that to minimize the
cross-talk energies εµm , the signals uµ(t), um(t) with dis-

junctive spectra |Sµ(ω)|
2 and |Sm(ω)|2 are beneficiaries.

In this paper, we use two basic frequency modulations,
ie the linear frequency modulation (LFM) and the non-
linear one (NLFM) with a Taylor-shaped spectrum. In
the role of overlay modulation, we compare Gold codes,
PRN codes and frequency diversity (FD) modulations.
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Fig. 4. Cross-correlations rµm(t) . Transmitted signals LFM multiplied by FD codes, K = 511, kf = 1.2

The basic modulations considered in this paper are in-
ternally frequency modulated pulses with the bandwidth
of B = 1.25 MHz and with the time-bandwidth product
of B . TD = 100. The number of samples K in the pulse
is adapted to the bandwidth BW of the whole signal
set um(t), m = 1, . . .M , and to the nearest Gold code
length with good cross-correlation characteristics. In fur-
ther analysis we will deal with complex envelopes of the
signals. In this representation, the FD modulations are
performed by multiplication of the basic FM u0(t) by
complex exponentials

Cm(t) = exp(jm2πkfBt),

BW = [(M − 1)kf + 1]B,
(9)

where, kf is an adjacent channels separation coefficient,
and BW is the overall bandwidth of the M transmitted
signals.

3 Analysis of simulation result

3.1 Application of Gold and PRN codes

In the following demonstration, we use M = 4 trans-
mitted signals, created from frequency-modulated pulses
(LFM or NLFM - see section 2.2) multiplied by sets of or-
thogonal codes; ie Gold codes, PRN codes and FD codes.

We will analyze output signals in four branches of one
of the receiver elements, and therefore we will deal with
sets of 4 × 4 filter responses rµm(t) for each set of the
transmitted signals. The sampling frequency is adapted
to the maximum bandwidth of the analyzed transmitted
signals. In our case, we need to adapt sampling to the
overall bandwidth BW of the frequency diversity code.
The number K of signal samples in a pulse should then
satisfy K ≥ BW TD . It is true, that the number of Gold
and PRN separation code elements could be even lower,
but such modifications do not improve the resulting pa-
rameters. That is why we use these codes of the length K .

Our results for the transmitted signals modulated by
the LFM basic modulation and Gold codes are displayed
in Fig. 3. The diagonal plots correspond to the auto-
correlation functions and the lateral ones to the cross-
correlation functions of the transmitted signals. We can
see, that the sidelobes as well as the cross-correlations
attain the level of about −20 dB of the autocorrelation
peak amplitude. Such a high background level represents
a definite drawback in specific radar applications, where
a point target is surrounded by space clutter or a contin-
uously spread matter (like rain, clouds, soil, etc). Then
the background reflections of other resolution cells are
added to the reflection of the actual cell. This increases
target masking in clutter or distorts the continuum char-
acteristics measurement. In such situations the integrated
background energy in the m-th branch EBm should be
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Fig. 5. Cross-correlations rµm(t) . Transmitted signals NLFM multiplied by FD codes, K = 511, kf = 1.2

substantially smaller than the energy E0m in the main
lobe of the m-th transmitted signal autocorrelation func-
tion

EBm =

M
∑

=1

εµm − E0m << E0m,

Rm =
EBm

E0m
=

M
∑

µ=1

εµm − E0m

E0m
≪ 1,

(10)

where E0m is a main lobe energy of the rmm(t), EBm

is the total energy of all background signals in the m-
branch, and Rm is the ratio of the background energy to
the main lobe energy in the m-th branch.

In the case shown in Fig. 3, the relevant quantities are
Rm = 3.86, which seems unsatisfactory in many cases. In
the case of a greater number M of independent transmit-
ted signals, the impact of the background would be even
worse. Usually, to minimize only autocorrelation function
side-lobes, a nonlinear FM is used instead of the linear
one. However, the ratio of the background to the main
lobe energy for the Taylor shaped basic NLFM multi-
plied by the same set of the Gold codes has not changed
substantially. Here we get: Rm = 3.84. The results for
the PRN codes used to diversify the transmitted signals
are practically the same and the background to the main
lobe energy ratio have a similar level. In this case, the

result of energy computation is Rm = 3.98. Even if the
Gold or PRN code lengths are reduced, no improvement
in this ratio is achieved. This is due to relatively bad
cross-correlations of the used codes.

3.2 Frequency shift codes

It is clear, that this problem could be better solved, us-
ing time multiplexing of the transmitted signals. It elim-
inates simultaneous receptions of reflections of all trans-
mitted signals. The signals could then be optimized in
respect to their autocorrelation sidelobes only. However,
this approach is not acceptable in most cases due to a
large extension of the update period.

Another solution is to use frequency multiplexing. The
corresponding correlations are shown in Figs. 4 and 5.
Here the FD codes (9) are used to diversify the basic
linear and nonlinear frequency modulations. We find out
that Rm = 0.11 in the case of LFM multiplied by FD
codes, and Rm = 0.099 in the NLFM case. This im-
provement when compared to Gold and PRN codes could
be seen at the first glance in the mentioned figures. The
small difference in the energy ratios between LFM and
NLFM is not substantial. However, if we study the side-
lobes and the cross-correlation contributions separately,
we can see, that at the LFM contribution of sidelobes
is greater than that caused by cross-correlations. In the
case of the NLFM, the situation is reversed. It indicates,
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that if we further extend the signal frequency separa-
tions (increasing the coefficient kf ), the background self-
interference decreases much faster in case of NLFM then
in the LFM case. When kf = 1.4 is selected, the Rm ra-
tios for LFM and NLFM basic modulations give values of
0.1 and 0.033 respectively.

signal (dB)

-80 -  04 800 time ( s)m

0

-20

-40

-60

Fig. 6. Doppler shift impact on response in the corresponding
branch - blue: fd = 0, green: fd = 10 kHz. Transmitted signal

is multiplied by Gold code

3.3 Impact of the Doppler effect on signal correlation

The Doppler shift of the received signal, due to the
target or clutter motion, generally deteriorates the sig-
nal correlation characteristics. Obviously, the radar de-
signers aim is to minimize this impact. It is well known
that frequency modulated waveforms are less sensitive
to the Doppler shift then the code modulations. The ef-
fect is completely described by cross-ambiguity functions
(eg [20]) CAF (τ, fd), being functions of both time delay
τ and the Doppler shift fd. For simplicitys sake, only the
effects of a frequency shift of 10 kHz on the output of the
corresponding filter (ie the r11 only) is shown in Fig. 6,
in the case when Gold codes are used for signal diversifi-
cation. Besides an unchanged tiny peak at the plot center,
we can see side-lobes, considerably raised in the presence
of the Doppler shift. The responses at non-corresponding
branches (not shown here) are similar except for the cen-
tral peak. The side-lobes and cross-correlation levels in-
crease by 10 dB due to the 10 kHz Doppler shift. On the
other hand, the impact on the signal with FD codes is
negligible and therefore it is not presented here.

4 Conclusion

In this paper, application of Gold, PRN and frequency
diversity code modulations in MIMO radar are compared.
The frequency diversity (FD) codes show lower sidelobes
and cross-correlations than the other ones. FD codes fa-
cilitate good radar operation even in dense clutter. They
guarantee high measurement quality of radars and bet-
ter mapping of a distributed continuum, like in weather
radars, ground mapping radars etc. Moreover, this mod-
ulation is much less sensitive to the Doppler shift, caused

by moving reflection objects. In the Gold code modu-
lated signals the Doppler effect significantly affects the
radar background self-interference. In aircraft-tracking
land-based radars, the immunity to the Doppler sidelobe
(and cross-correlation) deterioration need not to be too
significant, because the massive reflections usually show
zero or small Doppler shift. On the other hand, the air-
born and weather radars will certainly benefit from this
quality.

However, the use of the frequency diversity codes leads
to bandwidth widening, which may be a great drawback
of this method. This is mainly in the case of broadband
basic signals, like in FMCW systems with GHz band-
widths.

Looking to Figs. 4 and 5, we realize that the shape
of the cross-correlations are not optimal and that there
is some potential for future additional optimization of
branching filters. The same could be anticipated for the
Doppler Effect impact on the signal separation in the
receiver.
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