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Abstract—This article deals with the use of machine learning 
to detect sudden water leakage. A smart water meter, which 
enables monitoring the water consumption of the observed 
object, is used as the source of input data. Based on these data 
and their analysis, a symbolic regression, which must know not 
only the input parameters but also the structure of the model, 
was finally used to build the model. After finding a suitable 
function and standard deviation from the model, it is possible 
to set the required sensitivity and thereby detect anomalous 
states of water consumption in monitored time windows. Since 
the smart water meter also has a ball valve, if a sudden water 
leakage is detected, the water meter can autonomously close 
the main supply and thus avoid extensive damage. 

Keywords— Smart water meter, water leak, machine learning, 
symbolic regression  

 

I. INTRODUCTION  
Nowadays, we witness the dynamic development 

of industry 4.0 that can be found in all areas. 
One of the industry's 4.0 components is the Internet of Things 
(IoT), which is mainly used for consumer, business and 
infrastructure applications. Besides the Internet of Things, it 
is also possible to see EIoT (Enterprise Internet of Things), 
which is mainly used in business solutions. Currently, experts 
estimate that the Internet of Things will include approximately 
30 billion devices in 2020, and the market value is estimated 
to be $ 80 billion [1].  

Within this area, for example, smart buildings can be built 
to monitor key systems and units. One of the important 
monitored substances is water, for which the most monitored 
are its quality or consumption. Water is nowadays 
an increasingly discussed commodity, as it is one of vital 
substances. One of the reasons why water attracts ever more 
attention is its depletion. It mainly involves a significant drop 
in groundwater [2]. As a result, many supporting activities 
come not only from the state to address this issue in the future. 
However, the fact remains that water is and will be a valuable 
commodity, and one of the areas that is particularly important 
for end customers is the monitoring of its consumption and 
early detection of unwanted leakage. On average, around 20% 
loss of the total water distribution [3] is reported worldwide. 

Sudden leakage of water can cause considerable damage 
in the short term, especially to equipment adjacent to the point 
of leak. On the other hand, such leakage is relatively easy 

to detect. Another significant problem can be a small but long-
term and continuous leakage.  In these cases, there is not 
necessarily a great damage to property, but rather in higher or 
additional water costs. It is precisely these long and 
continuous water leaks that should be detected and, 
in the event of their occurrence, inform about them in good 
time and adequately respond to them. One way to detect such 
leaks is to use machine learning, which, based on the model 
found, can detect these events in a timely manner. 

II. STATE OF ART 
In the area of water monitoring, a number of entities or 

organizations already currently operate, particularly 
in the area of surveillance.  This is, for example, 
a design of real-time automated reading system using IoT 
to be deployed in smart cities [4]. These systems use a system 
of measuring sensors and communicate via, for example, 
ZigBee wireless communication technology. Data is most 
often stored on cloud servers for more detailed data 
processing. 

Other systems, for example, monitor grid pressure [4, 6]. 
With these systems, water distributors can remotely monitor 
network status and detect sudden leakages early on both 
the backbone network and end nodes such as city hydrants.    

On the basis of long-term monitoring of water distribution 
networks, it is possible to, for example, determine the age 
of the network and to detect the no longer adequate condition 
of individual parts of the pipeline. In these cases, it is most 
often a continuous increase in consumption at the same 
measured water flow [7].  

Most systems, however, primarily aim at the industrial use 
of distribution networks and monitoring the consumption of 
larger agglomerations as one of the smart city subsystems. 

 

III. SMART WATER METER 
The use of a smart water meter for monitoring water 

consumption with the possibility of automatic closing 
of the main inlet is an additional technical solution 
with application ranging from flats and private houses 
to administrative buildings or educational institutions. 
Especially in buildings with a higher number of persons, more 
complex water distribution systems with higher 
number of end-points are built, such as sanitary facilities. 



These end-points are the most common source of water 
leakage problems. Excessive use leads to higher wear and thus 
to an earlier potential failure. This often leads either to sudden 
leakage or long-term water leakage, which in both cases 
entails additional costs [8].  

A. Hardware 
The basic part of the smart water meter is shown 

in Figure 1 and consists of four parts: 

• Central control unit- mini-computer expanded 
by a real-time unit (RTC) using the standard Linux 
Raspbian environment. In this Linux environment 
there is implemented software, which mainly provides: 

o reception of information about flow rate 
from the water meter, 

o communication within the application 
interface via a wireless network, 

o periodic evaluation of the water flow based 
on established rules according 
to application logic, 

o two-way valve control. 

• Pulse Water Meter - Provides information 
on the intensity and continuity of water flow. 
In general, any pulse water meter can be used, even 
with any sensitivity (number of pulses per liter). 

• Two-way ball valve - based on the request from 
the control system (both external from the user and 
internal based on the evaluation of the autonomous 
mode) controls the opening or closing of the water 
flow. 

• Backup battery - provides a standby power supply 
in the event of a power outage, for greater stability 
when the main power supply has been dropped. 

 

Fig. 1. Basic concept of a smart water meter. 

 

B. Application interface 
The whole system can be divided into three layers: 

• measurement-water meter layer, 

• communication layer, 

• user layer. 

The overall concept of the smart water meter system is 
illustrated in Figure 2. 

 
Fig. 2. Overall concept of the smart water meter system. 

In order to communicate with the smart water meter is 
used a suitable application interface (API). For this case, 
the REST (Representational State Transfer) architecture was 
chosen. Application interface is implemented as a web service 
and consists of a set of methods that provide basic 
communication means between: 

• user layer and database, 

• water meter and database. 

IV. ANOMALY DETECTION 
Anomaly detection deals with searching for unusual 

observations (anomalies) in data often referred to as outlier 
detection [10]. The aim of the method is to detect (or possibly 
remove) an abnormal data point that differs considerably from 
most other data points. More precisely, the points that do not 
correspond to the model based on the data being searched. 
These points are called outliers [9, 10]. Differentiation of 
outliers can be binary (is or is not an outlier) or “fuzzy-like“, 
where scores can be calculated for each point to determine the 
extent to which it is an outlier.  

A. Outliers 
There is no universally accepted definition for these points 

[10]. In his publication [11], Hawkins describes outliers 
as follows: “An observation which deviates so much from 
other observations as to arouse suspected that it was generated 
by a different mechanism “. 

Outlier detection is used for automatic signaling of failures 
and errors, notification of changes in system behavior, 
discovering suspicious behavior (for example, attackers on 
a computer network) and fraud detection [10, 12]. 

There are several different approaches for outlier 
detection. Supervised data methods in which normal (and 
often abnormal) data points are explicitly indicated. Then it is 
sufficient to teach the classifier to distinguish between normal 
and abnormal points using these labeled data [13].   

Unsupervised methods use unlabeled data and are based 
on searching patterns in data. These include, for example, 
various statistical tests, clustering methods, etc. [13]. Model 
based methods look for a mathematical model describing 
the data and marks points above the model prediction 
boundary as outliers [12]. For these purposes, a method based 
on the standard deviation of model errors may be used against 
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real data. The model error for a particular data point pi is 
calculated as the difference between the true value of y point 
pi in the data and the functional value of the found equation at 
point pi, equation 1. 

𝑒𝑟𝑟𝑜𝑟$% = 	𝑦$% − 𝑓(𝑥$%) (1) 

  

Then the standard deviation SDof an error from all errors of all 
points in the dataset, describing how much the model differs 
from the real data, is calculated. The calculated value can then 
be used to separate abnormal points. We will consider data 
points whose difference between the real value and the 
predicted value is greater than the threshold, defined as k 
multiple of the standard deviation of an error of the equation 
2 as outliers. 

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 	𝑘 ∙ 𝑆𝐷78_:;_<==7= 
 

(2) 

We can substitute k with, for example, value 3 [8] 
according to 3-sigma rule [14]. This rule states that when data 
comes from normal distribution, 99.87% of data points will be 
located within three standard deviations from the average 
[14, 16]. Other authors recommend a stricter threshold of 2.5 
or even 2 standard deviations from the average [17]. 
The choice of the standard deviation multiple depends on 
the specific problem and data [15]. In their article, the authors 
Leys et al. [15] even recommend using a different approach 
based on the absolute deviation from the median instead of 
the standard deviation (sensitive to extreme values).  

Various machine learning methods, such as regression 
methods or neural networks, can be used to find the model. 
While neural networks are inherently hard to interpret (black 
boxes), regression can find a mathematical equation 
representing the data model. Classical regression is based on 
the search for model parameters (line slope in linear 
regression, polynomial coefficients in polynomial regression). 
The model structure (linear, quadratic, polynomial regression) 
is selected manually to best describe the character 
of  modelled data. The need to select the structure of the model 
manually makes classical regression a method that 
(as opposed to the neural network) is hard to scale. This 
problem is solved by symbolic regression, which is often 
implemented through genetic programming. 

V. GENETIC PROGRAMMING 
Genetic programming (introduced by J. R. Koza) is an 

extension of genetic algorithms that can develop programs 
through evolution. Chromosomes are of variable lengths and 
have the form of syntactic trees whose vertices are either 
terminals (constants, variables, random numbers) or non-
terminals (functions). For each problem, it is always necessary 
to select a suitable set of terminals and non-terminals. 
The variable length can cause rapid growth in the average 
length of trees in the population [18, 19]. 

Genetic programming has a similar sequence of steps as 
genetic algorithms (random initial population of individuals, 
evaluation of the fitness function of individuals, selection, 
creation of a new population of different reproduction and 
mutation methods). For example, when subtree crossover is 
exchanged between two individuals, their random subtrees are 
exchanged, during subtree mutation the random subtree 
of the individual is discarded and a new one is generated. 

The resulting syntactic tree represents the structure of 
the generated program [18, 19]. 

VI. SYMBOLIC REGRESSION 
Symbolic regression with genetic programming is 

a supervised machine learning method that can find 
an equation (in the form of a syntactic tree) describing 
the given dataset. It optimizes model parameters as well as its 
structure through evolution. It is not necessary to know in 
advance whether the data describes a polynomial of the 2nd or 
5th order. At the same time, it may not just be a polynomial, 
but the equation may contain functions such as sine, 
logarithm, etc. The set of non-terminals usually contains 
selected mathematical operations and functions (*, +, -, /, 
sin...) and the set of terminals contains constants and variables 
(2, 7, 6.78, π, e, ...). Fitness is usually defined as the sum 
of differences between expected outputs and outputs from the 
model [19]. 

VII. MODEL SEARCH DATA 
Before searching for the model, which would reflect the 

variable behavior of the observed objects, it was necessary to 
prepare and analyze the input data on the consumption of the 
selected object. Data on the cumulative consumption from the 
water meter is stored in the database every hour via REST 
API. So, we used these data for a period of six months, 
Figure 3.

 
Fig. 3. Data in 3D model. 

Since we wanted to look at the data by day of the week, 
each axis of the graph represents time (z axis), days 
of the week (x axis) and consumption in liter (y axis). Another 
angle of view, from which daily maxima are visible, can be 
obtained from the 2D model, Figure 4. 

 
Fig. 4. Consumption data by day.  
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VIII. BUILDING THE MODEL  
Due to the nature and variability of the data of the observed 

objects, a scalable machine learning method was chosen 
for modelling the water consumption system. Finally, 
the method of symbolic regression in combination with 
genetic programming was chosen to search for the model. 
The model was then searched for each day separately, which 
better captures reality. 

You can simplify the procedure of searching for a model 
for a single day in three steps: 

1. Filter out data for only one specific day of the week. 
2. Find the model (equation) of a given day using symbolic 

regression. 
3. Calculate the standard deviation of the model error 

relative to all data points. 
 

After finding the model, using the k-sigma method 
(k multiple of the standard deviation) we can use offline 
learning in historical data to find points that are abnormal in 
terms of long-term trend. 

If this difference is greater than the chosen k multiple 
of the standard deviation, this point can be declared unusual 
— outlier. Alternatively, it is possible to calculate how many 
times a given value exceeds the standard deviation in 
successive measurements.  

For individual hours, more stringent and less stringent 
tolerance (another k) can be chosen. 

The genetic programming algorithm for symbolic 
regression was run in all attempts with the options and 
parameters listed in Table 1. 

 

TABLE I.  ALGORITHM PARAMETERS 

Maximum tree depth when 
generating an initial population 2 

Initial population generation 
method Grow method 

Crossover method Subtree crossover 
Mutation method Subtree mutation 
Random Number Generator Mersenne Twister 
Elitism 1 
Population size 20 
Selection Tournament selection 

Set of terminals 
Random real number  

(from -1 to 1), 
hour of measurement 

Set of non-terminals Multiplication (*) 
and addition (+) 

 

The calculation of fitness of individuals consisted 
of the sum of the differences between the outputs from 
the model and expected values (sum of squared residuals) 
divided by the number of data points and ten percent 
of the size (number of vertices) of the syntactic tree equation 
(penalization of large trees), equation 3. 

A. Results 
For example, the data reflecting the 3rd day of the week, 

i.e. the Wednesday, the dependence of which is shown in 
the graph in Figure 5, can be considered a representative 
example of the input for finding the model. 

 

 
Fig. 5. Dependence of the measured values on the hour of measurement 
during the 3rd day.  

After five hundred generations of the genetic algorithm, 
equation 3 was found on the basis of historical offline data and 
subsequent modification and it is then shown in Figure 6. 

 

𝑦 = −0,0018𝑥B − 0,0293𝑥F + 1,8239𝑥 (3) 

 

 
Fig. 6. Found model for Day 3. 

The standard deviation of the model error is 24.21965 
liters. Subsequently, a multiple of the standard deviation can 
be determined and thus set the sensitivity threshold and search 
for an abnormal state.  

Individual models representing individual days can then 
be implemented within a smart water meter to detect non-
standard water abstraction states that can represent unwanted 
water leaks in the observed building.  
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IX. CONCLUSION 
Attention was primarily paid to the design of the model 

using machine learning. Information from a smart water 
meter, which at hourly intervals provides information on 
the cumulative water consumption of the monitored object, 
was used as input data for finding the model.  

Due to the nature and variability of the data of the observed 
objects, a scalable machine learning method was chosen for 
modelling the water consumption system. Finally, the method 
of symbolic regression in combination with genetic 
programming was chosen to search for the model. The input 
data was divided into individual days and then a set of models 
and their standard deviations were found for each day. These 
models can then be used to detect non-standard water 
abstraction states, which may represent unwanted water leaks 
in the monitored object. By the multiplicity of the standard 
deviation, the sensitivity threshold for abnormal consumption 
values in different time windows can be set. The frequency of 
successive non-standard consumption values may also be 
considered further, which will be the subject of further 
research. 
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