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Nazev

Implementace nadzeného tidiciho systému laboratorni Udlohy ¢ené pro vyuku
problematiky prohledavani stavového prostoru

Anotace

Tato diplomova prace se zabyva detekci olijektedlnémcase za pomoci knihovny
OpenCV. Prva jsou popsany zaklady planovani a planovaci alggritNasleds jsou
popsany zakladni techniky zpracovani obirazzakladni principy pro detekovani objekt
v obraze. Déle je rozebran navrh a implement&eéni ponicky — software naszeného
fidiciho systému.
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Title

Implementation of a high-level control system iteaching aid aimed as a supporting tool
when teaching state-space search methods

Annotation

This master thesis is focused to the object detedti a real time using the OpenCV library.
At first is described the basis of path-planningl grath-planning algorithms. Next are
described a basic techniques for an image progessid a basic principles for the image
detection. Last is analysis of a problem and ansof design with its implementation as
teaching aid — high-level control system software.
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Introduction

Recently, one of the most rapidly increasing paftsnformation technology science is
artificial intelligence and other associated aresash as image processing or computer
vision. In order to strengthen a student understgndf these areas, various teaching aids
have been developed. A teaching aid aimed at datinimg practicing has been designed at
the University of Pardubice, Faculty of Electri&agineering and Informatics. The teaching
aid supports development of various student skidisside a path-planning theory, the
students practice programming, and they musterreqgee in optimization of algorithms.
One of the most complex parts of the teachingsa&dhigh-level control system. This system
has been developed within my thesis.

The high-level control system is a central parttloé teaching aid, which ensures
communication with a user, a mobile robot, a caraarha path-planning routine. Moreover,
the control system must provide additional servisash as image processing, object
detection, or object localization.

Since the teaching aid is a core topic of thisith@sdetailed description of the aid is logically
a content of the first section of the thesis. Téaching aid is aimed at practicing path-
planning theory. Thus, a brief description of shammethods, heuristic functions,
configuration space and decomposition methods/esngn the following section. The high-
level control system, gathers information about & world using the camera; hence,
image-processing related tasks are very impontatiitd context of this work. Thus, the next
section deals with image processing fundamentais.Section gives an overview of various
image-processing operations, as well as an inttaztugto a digital image representation.
These three sections represent the theoreticabptre thesis.

A practical part of the thesis deals with desigd amplementation of the teaching aid. An
analysis of requirements of the high-level consiygtem is covered at first. Description of
the process of design can be found in the follonsegtion. Evaluation of the proposed
solution is explained in the penultimate sectiomaly, a conclusion is given in the last
section of the thesis.
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1 Description of the laboratory work

The basis of this laboratory work is to providestadents a training environment for their
experiences in programming and artificial intelhge. A little bit about computer software
communication over sockets is also provided. Téashing aid was described in an article,
Control System of a Semi-Autonomous Mobile Robdtr&Banek, et al., 2016) and based
on next two articles, High-Level Control System farPath-Planning Teaching Aid

(Skrabanek, et al., 2016) and Attractive Robot'sigie suitable for image processing
(Skrabanek, et al., 2014).

This laboratory work is based on a camera systerohadives information about how
the problem looks. The base high-level controlesystommunicate with clients (problem
solvers), robot (executes command from controlesg$tand maze.

However, the maze is not connected to any compkiterwork with maze, a camera
system is used which detects how the maze lookgiaed information about robot position.

Students can implement any path-planning algorithtieir software. It depends on
their imagination. Cooperation with this laboratergrk can give feedback to the student on
how good is his/her implemented algorithm.

1.1 Purpose of the teaching aid

A student can implement any path-planning algorithrtheir routine. The application can
communicate with the control system by the sodkietrface communication.

A basic requirement on the control system is aritabio create a simple
communication interface with any programming larggiaThanks to this, students can
choose their favorite language. The proposed swiwtill be language independent thanks
to the socket communication.

In such a way, students can use our communicati@nface to get all information
about teaching aid configuration and give back o mterface their solution for this
problem. Once the student’s application returnslati®n it is displayed in our high-level
control system for checking, and robots will mogeafard according to this solution.

If a student’s solution is not good, the robot noalflide with a wall in the maze. This
behavior is expected. If the path-plan is good,rdi®t safely moves from a start (actual)
position to a target position.

1.2 Components of the laboratory work

The laboratory work composes of several compon&tit®f these components have their
roles in this system. We can divide the compontntisree groups. In the first one, space is
composed from partitions called maze. The secondmis the computer system. This
computer system is composed of camera, network-leigel control system and client
solvers (student routines). The last item consistee mobile robot.

14



1.2.1. Maze

The maze is constructed from a building kit andstsis of black and red labeled partitions,
posts and small yellow square markers. Using thitipas and posts, a maze of various
sizes and layouts can be constructed. In Figuseshown one possible layout of the maze
constructed by a building kit. An outer shape @& thaze must be rectangular. The yellow
markers must be always placed in corners. The magke key for a localization of the maze
in images. As will be explained later, meeting loéde requirements is fundamental for
correct image processing.

T

Figure 1 — An example of a correctly assembled mazaptured by the camera system.

1.2.2. Camera system

The camera system consists of the camera and ara@astend with a movable arm.
Maximum height of the stand is 3 meters and theiarin5 meter long. For correct usage,
the arm must be placed in a horizontal positionacdmera's swath must be perpendicular
to the maze. It means that the camera will be [ghnaith a base of the maze in an ideal
state. In other cases, some unwanted distortioiseoimages may occur. The distortions
may prevent a maze layout detection.

The camera is fixed on the end part of the armhWithis thesis, an IP camera D-
Link DCS-935L was used. The camera can captureemagstream a live video. It supports
an RGB or a gray scale mode. The maximal resoluifathe camera is 1280x720 pixels.
The camera supports a WiFi network connection ugsiRj SP protocol.

1 Legend
1 Labyrinth
2 Camera
3 Camera’s stand
Camera’s swath

Figure 2 — An example of a correctly installed canra's systent

3 Image taken from the material owned by Ing. P&kehbanek Ph.D.
15



1.2.3. Mobile robot

The mobile robot is one of the main componentshef teaching aid. It is based on an
Arduino building kit. A robot can communicate wiblir system by Bluetooth technology.
All commands for the robot are received via thisxowunication interface.

Received commands are in step format. There agetbrde type of steps — rotate,
forward and stop. These commands are sent to & bglibe control system. Commands are
in order due to selected solution received from shealent routine. More about a robot
navigation and control can be found in (Skrabaeek)., 2016).

Steps which will make a clash with walls are naaked by the control system. The
reason for this is a demonstration of a studerdlst®n performance which might be
incorrect.

A robot can use only one set of solution stepsnyn moment. Other solutions are
invalid after the first step, because the origpralblem is changed.

1.2.4. High-level control system

The high-level control system consists of compatdtware and a hardware platform. The
system has a responsibility for all that is don¢his laboratory work. The control system
must handle a few basic tasks which have beenrdigied.

Maze detection is the first one of these tasks. ddrdrol system must detect the
maze and convert it to a graph representation. thewconversion is done, is described in
the next sections.

The second task is to display the problem for tinelent. Control application is
divided to two panels. In the first one is a graphrepresentation of the detected maze with
actual configuration (robot position and walls) amwdthe second panel, operation buttons
are shown.

The next task is robot observing. This part of oansystem cares about robot
position in the maze and updates graphic mazeseptation. This part of the control system
must process every real robot rotation and move.

The last task is a communication with student resi This is needed because one
of requirements is implementation of any Path-piagralgorithm. Socket communication
was chosen, because it seems to be simplest foéenmeptation of other algorithms. This
system must provide information to client applioas about a problem configuration over
a defined text protocol.

Not one Path-planning algorithm is implementedantool system software.

16
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Figure 3 — Control System Prototype
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2 The Path-planning

Path-planning is the process of searching for h fratn one position to the target position
with knowledge about the maze. It is assumed tb#t positions are known and both of
these positions are in the maze. It means thabthet must be able to achieve target position
from start position. (Kanniah, et al., 2013)

2.1 Shortintroduction to path-planning

Path-planning is a relatively common problem in ynaomputer systems which have to
solve some decision problem. (Russell, et al., 20his problem can be almost anything.
In computer space we are able to talk about prablemown on a graph. (Kanniah, et al.,
2013) There is a very easy solution how the proldambe transformed to a graph. After
transforming, the search algorithm starts to fimelpath to solve the problem. Path-planning
is one type of graph problem for a robot in maze Graph is a discrete map of the problem.

The result of the path-planning algorithm is a ssupe of steps (Kanniah, et al.,
2013), which is needed to be done to achieve tlaé. go successful conclusion of the
problem is when all steps are finished. In thisec#ise optimal path that satisfies the criteria
defined by the task or defined by the problem, lmaiscussed. (Kanniah, et al., 2013)

However, not all path problem solvers work in tlans way. Some solvers search
only for a part of path and other look at the cogtgpath. Both types have some advantages
and disadvantages. For example, partial solvertaater than other solvers, but they do not
always warrant finding of the shortest path. Ondtieer hand, complete path solvers are
able to search for the shortest path that satiafgigen criterion. But such a search process
can cost so much time and memory. Memory and timsé @epends on problem space size.
And this cost can grow awfully fast with only omaal change in space or with one small
resize of space. (Kanniah, et al., 2013)

2.2 Search for path-plan

The basic Path-planning problem is defined by keolgeé about space, where a path is
needed to be found. The basic knowledge can bextomple, a space with obstacles. There
is a defined problem to find the path with no ctin with obstacles while the sequence of
steps are being realized. The process of looking &equence of steps that reaches the goal
is called a search. (Russell, et al., 2010)

Searching for a path-plan can be achieved by eéifffeplanning methods. The two
most popular methods are uninformed methods, irddrmethods. All of these methods can
work with cell decomposed space and a search pethrpit. And also they work with graph
representation of physical space. (Siegwart, e@D4)

The goal formulation must exist before the pathmplag search starts. Goal
formulation is achieved by current situation - éample it can be based on user decision
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about the target position of the robot. When a gaats, problem formulation can be started.
Problem formulation is the process of deciding \Whactions are needed to reach the goal.

Driver path-plan problem
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Figure 4 - Simplified graph of Romania (Russell, eal., 2010)

In Fig. Figure 4 a graph representation of Romao@als between towns is shown.
In this graph, a path-plan from one town to anotbem can be searched for. Path-planning
strategy is dependent on the problem goal, definiéeria and selected method.

The criteria are conditions which must be succdlgsachieved by the Path-plan.
One of most used criterion is the shortest len§ath. In another case for example, fastest
path can be found, but all information to reacks tiriterion must be given in the graph.

Toy Problem — 8 puzzle

8-puzzle is one type of childhood logical toys. Big also one common example for Path-
planning. On this toy exists one blank space aglt@iumbered tiles. The dimension of the
space is 3x3. The goal state can be achieved bynmtile to a blank space. Every move
can be called as step. And all steps togetherdoesee from first to last is called a path-
plan. (Russell, et al., 2010)
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Figure 5 — Examples of possible start and goal s@tepresentations in the 8-puzzle (Russell, et al.,

2010)

Standard problem formulation for the 8-puzzle is:

State (Node): One of the possible states of puzzle configuratibine state is
determined by numbered tile positions and positibthe blank place. There are 9!
= 362,880 states but only 9!/2 = 181,440 are rdalelfeom the initial state.

Initial state: Any puzzle state can be marked as the initiaéstats a start state for
searching a Path-plan.

Actions (Steps):In this puzzle exists 4 possible actions — sligé,LRight, Up and
Down. A subset of possible actions are definedhaylilank position. Action Left
cannot be done while the blank is at the rightmaoktmn. Top action cannot be done
while the blank is at bottom row and so on.

Goal state:Any admissible states can be marked as the gdal sta

Action cost: Every action cost is 1.

For this toy exists one rule which need to be reigok No one tile can be moved in any
other way except sliding to blank place.

2.2.1. Uninformed methods

Uninformed methods are methods which have no indtion about the problem other than
its definition. Thanks to that, they are oftenedlblind methods. ,All they can do is generate
a successor and distinguish a goal state from agoahstate.” (Russell, et al., 2010)
Methods are distinguished by the order in whichasodre expanded. The Path-plan is
constructed from a sequence of states. Sequerstates are in an order which need to be
visited to achieve a goal state. (Kanniah, e28113)
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We can set criteria to evaluate an algorithm peréorce. To evaluate criteria these
guestions must be answered:

» Completeness- If one or more solutions exist, is there a gu@ato find them?

« Optimality — If a solution is found will it be the optinfabne?

* Time complexity —How long does it take to find a solution? (Usualigasured in
count of expanded nodes.)

* Space complexity -How much memory is needed to perform the search?

Breath-first search

A breadth first search (BFS) is an algorithm faverse or search on a tree or a graph data
structure. The strategy for searching in a strecstiarts from the initial state of the problem.
Simply all nodes are expanded at actual deptharséfarch structure before any nodes from
the next level are expanded. (Russell, et al., 010

3%,

Figure 6 - Order which the nodes are expanded by BF

Breadth first search works all the time with thelklwest unexpanded node in a
chosen expansion. This is guaranteed by use df@ Eleue collection. Thus, new nodes
are inserted to the end of the queue. This algoriforks with one more collection. The
second collection is used for explored nodes.

In every step the front node is taken from the Flfg@ue. This node is compared
with the goal node to determine if the goal is aebd or not. If not, this node is stored to
expanded collection, and after it is expandeditalinexplored child nodes are inserted to
the end of FIFO queue.

The algorithm can end in two different situationie first one is to reach a goal state
when the algorithm return path contains all pardérim last explored node to root. The
second situation can occur when all nodes are elguhand processed, and searched the
target node does not occur in the structure.

4 Optimal solution mean that solution has the lovpagh cost among all solutions. (Sedgewick, eéi1,1)
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begin doBreathFristSearch{ MNode root, MNode goal)
create FIFO as fifo, Collection as explored

roct.parent = NULL, fifo.insert(root)
while fifo i= not empty
actual = fifo.first()
explored.add(actual)
if actual == goal return actual;
el=se
foreach Node child of actual
if child not in explored
child.parent = actual
fifo.insert({child)

Figure 7 - Breadth-first algorithm pseudocode (Sedgwick, et al., 2011)

Figure 7 shows pseudocode of a BFS algorithm. &hart, this algorithm does
traverse from root (initial state) and search fgoal (target state). During the search process,
the FIFO queue is used. To this queue is new roserted by insert() method and the first
node (the oldest element) is removed by the firag)hod. Variable child is a successor of
the actual node. For every child node, their paisesét. Each iteration is checked for a goal
state. If a goal state is found the actual nodetigned.

S A A

Figure 8 - Breadth-first search on a simple binantree, partial of the solution is indicated from lef to
right
Fig. Figure 8 shows a simplified working algorithithe actual node is represented
by orange color and explored states are green.ibtgglanodes are in the FIFO queue and
wait for exploration. Nodes indicated by a dotieé lare nodes which are not now available.
These nodes are waiting for exploring of their ptse¢o be queued to FIFO. The next step
will only occur if their parent is not a goal state

The basic problem of BFS algorithm is memory regmients. Memory requirements
grow with exponential-complexity in every subsedugapth level. Problems with more than
16 depths are not solvable in real life on a peakoamputer. According to this knowledge
can be said BFS is usable for every problem, bl dra problem has minimal states.
(Siegwart, et al., 2004)
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Depth-first search

Another representative of the uninformed methodhes depth-first search (DFS). This
method is also for search and traverse on a trée argraph structure such as BFS. The
difference from BFS is primarily in a used queu&SBuses a FIFO queue and DFS uses
LIFO. The strategy of BFS is based on work with tleepest node where no successors
exist. (Even, 2011)

The basic version of this algorithm can fail on tiraph structure, because there
exists loops between nodes. (Cormen, 2009) Thisigmocan be solved by additional extra
memory collection to avoid these loops.

200,

Figure 9 — Order which the nodes are expanded by (8-

This method uses two collections. The first onarisopen LIFO queue collection
where unexplored nodes are stored. The seconddatodlection has stored explored nodes.
Every step acquires the front element from the L{E@ean last inserted node) queue. The
node is expanded only if this actual node is ngoa state. All successors of this node are
inserted to an open queue if they are not in tbserd queue. (Even, 2011) (Siegwart, et al.,
2004)

A basic DFS algorithm can finish in three situasiofhe first one is a successful
search for a goal state which returns a Path-gart.fThe second one is full expansion of
all states and no goal state found. And the lastisra "dead cycle" between two states.
When DFS uses a closed queue the last situatiprevented from appearing. (Even, 2011)

In Figure 10, the pseudocode of DFS is shown. émtsthis algorithm traverses from
a root node (initial state) to a goal (target 9tdtastly, two collections (one is an open LIFO
gueue and second one is a closed collection), anthbility to check contained states, are
created. After collections are created, the roatens inserted into FIFO by a method
insert(). While the LIFO queue is not empty, thedas repeated. In each iteration of the
loop, the first node (last inserted) in the LIFGeqa is moved from this queue to the closed
queue, and compared with the goal state. If actode is a goal, the algorithm will return
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this actual node. From the returned node, a patbdbis calculated using parent relations.
Otherwise, each successor is added to the opergomely if this successor is not contained
in a closed collection.

begin doDepthFirstSearch( MNode root, Node goal):
create LIFO as open, Collection as closed

root.parent = NULL, open.insert{root)
while open i= not empty
actual = open.first()
closed.add(actual)
if actual == goal return actual;
foreach MNode successor of actual
if successor mot in closed
open.insert(successor)

Figure 10 - Depth-first algorithm pseudocode (Sedgeéck, et al., 2011)

In Fig. Figure 11 a simplified working algorithm shown. The actual node is
represented by orange color and explored stategreea. Unpainted nodes are in the LIFO
queue and wait for exploration. Nodes indicatecalnjotted line are nodes which are not
now available. These nodes are waiting for expionadf their predecessor to be queued in
LIFO. The next steps only occur if their predecesswe not goal state.

SR DE

Figure 11 - Depth-first search on a simple binaryree, partial solution is indicated from left to right

The main advantage of the DFS algorithm is memequirements, which are
diametrically different from the breadth-first atgbm. The primary disadvantage of the
depth-first search algorithm is that, it is not gudeed to find the solution and if the solution
is found, it might not be the optimal solution. @y 2011)

The depth-first search has got a modification Wittt for maximum depth. This
modification is based on criteria in which levelti® search stopped. This variant can be
again modified with iteration, when every iterationcreases maximal depth. This
modification is called Depth-first iterative deep®n and it finishes when goal state is
achieved or when maximal allowed depth is reac(t&een, 2011)
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begin dolterativeDepthFirstSearch( int maximalDepth, Node root, Node goal ):
int depth = 1
while (depth <= maximalDepth):
if (goal == (returnedGoal = doDepthFirstSearch(root, goal, maximalDepth)))
return returnedGoal
else:
depth++

Figure 12 - Depth-first iterative deeping pseudocosl (Sedgewick, et al., 2011)

This pseudocode expects implementation of the Diysthiterative search which
ends when maximal level is reached. A search widnyenew maximal depth is done again
from the root and all queues are cleared. Whemytia¢ is reached, the algorithm does not
continue to the next depth level.

“In general, iterative deepening is the preferrathiormed search method when the
search space is large and the depth of the soligtioot known.” (Russell, et al., 2010)

Bi-directional search

The main idea of bi-directional search (BIS) istart from both sides simultaneously. One
part searches for a path from the initial statgdal, and the second part searches from the
goal to initial state. (Cormen, 2009) When bothralegarts meet in some node — the path
from initial state to goal is achieved. In bidiiecal search combination of DFS and BFS
algorithm can be used. (Russell, et al., 2010)

Solution of this algorithm may not be optimal. Auloinal research is needed to test
if any shortcuts in structure exist. (Even, 201heTsecond problem, which makes this
algorithm weak, is a high space complexity. (Cornzfi09)

Figure 13 - A schematic view of a bidirectional seah
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2.2.2. Uninformed methods comparison
Before comparison of these algorithms can be staBeme variables, which are needed to
be known, must be defined:

branching factob —maximum number of successors of any node, (Russedl,.,
2010)

depthd — maximal depth from root where can be found gtaikes (Even, 2011)
maximum lengthm —maximum length of any path in the space, (Russedl., 2010)
depth limitl — maximal depth — used only for Depth limited anddtire Deeping
algorithms.

Criterion Brgadth- Depth-First _De_pth IteratiV(_e Bidirectional
irst limited Deepening
Complete? Yes No No Yes Yes
Time Oo(b?) o™ o(l) Oo(b?) O("?)
Space (o](s) O(bm) o O(bd) o2
Optimal? Yes No No Yes Yes

Table 1 - Evaluation of tree-search versions of atgithm (Even, 2011) (Cormen, 2009)
(Sedgewick, et al., 2011)

Every complete algorithm must have a finiie The bidirectional method must

moreover use, in either direction, the breadth-fiemrch algorithm, or a combination of BFS
and iterative deepening search algorithms. BFSatlte Deepening and Bidirectional
algorithms are optimal only if step costs are@dintical. (Russell, et al., 2010)

Big O notation

Big O notation is used to classify algorithms adaog to how long it takes to find a solution
or how much space is needed according to the pialdems (Mohr, 2007).

The most common notations &¥1) — constant,0(log n) — logarithmic; O(n) —

linear;O(n log n) —log-linear;O(n?) — quadraticO(c") —exponential an@®(n!) — factorial.

Common notations are sorted from slowest growthgtest growth. That means that

theO(1) has best performance a@qn!) is the wors{(Mohr, 2007).
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Figure 14 - Big-O Complexity Charf

2.2.3. Informed methods

Informed methods are strategies that know whatewergoal state is "more promising"”.
Informed methods use a heuristic function whichegiweight for next steps. All informed
methods use it to decide which next node is thé Bésnks to a heuristic function method,
which works with problem-specific knowledge, sabuts can more efficiently be found
compared to uninformed methods. (Cormen, 2009)g&8Ul<t al., 2010)

These methods are based, besides the heuristitidiirign), on an evaluation
functiong(n). The evaluation function is constructed as a es8tnate and helps to select
the node which will be evaluated in the next steponditionh(n) = 0is accomplished, the
nis the goal state. (Russell, et al., 2010) Theuatain function returns a number describing
the desirability to expand the node. By this numtiex algorithm decides which node is the
best successor.

Greedy search — Greedy best-first search

Greedy search strategy works in all nodes only wottal values of heuristic function
g(n) = f(n). In every step, the greedy search expands thewibldé¢he biggest value. Due to
that, the optimal solution for the problem is naatanteed. (Even, 2011) The optimal one
can be in another branch of the structure. Thisvshehy the algorithm is called "greedy" -
at each step, it tries to get as close to the g®élcan. (Russell, et al., 2010)

A greedy search on tree is also incomplete inithiefstate space. This appears when
the algorithm expands a bad node which has noggat in its successors. This situation is
called a dead end, because a goal state can neveathed.

5 Sourcehttp://bigocheatsheet.coivisited: 26. March 2017
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Figure 15 - Greedy search with dead end problem

Fig.Figure 15 - Greedy search with dead end prolsleows poor evaluation of a tree
with dead end and without reaching the goal stidte.expected goal state is painted by red
color. Unfortunately, the bad successor 32 wassaldn the first step, which causes entry
to a dead way. Orange color is actually an expandeée and green are expanded nodes in
path.

In the same tree as Fig. Figure 15 - Greedy seaitthdead end problem, we can
define another problem. The problem is based afirfgithe biggest sum of numbers in the
nodes. There will be the same problem because yreearch picks in first expanding
iteration, node 32 and never gets the correcttrdsuihis case, the correct result is the sum
of 17 + 11 + 99 = 127ut result 17 + 32 + 14 = 63 is incorrectly sedect(Hazewinkel,
1995)

The greedy search method is used to construceadrénd an optimal solution in
the Huffman coding tree. (Huffman, 2007)

begin doGreedySearch( HNode root, Node goal, Functor heuresticFunction )
if ( root == goal ) return root;
gl=ze if root.getSuccessors() iz empty return HNULL;

create Set feasibleSuccessors
feasibleSuccessors.put (root.getSuccessors () )
feasibleSuccessors.calculateindSortEyHeuresticFunction (heuresticFunction)

Hode successor = feasiblelSuccessors.getFirstByPriority ()
successor.setParent (root)

return doGreedySearch (succes=sor, goal, heuresticFunction)

Figure 16 - Greedy search recursive algorithm psewmtode

This pseudocode is based on recursive algorithmaapdority queue. If the root
node entered to the function is a goal state, thaerwill be returned. Otherwise, the
algorithm checks the existence of node succesdng node has no successor, the method
returns NULL. If the node has successors, the ityiqueue is used to get the most feasible
successor using the heuristic function (the nodet®d according t). It means that the
first node in the priority queue is the feasiblemssor. Everything is done again for the
successor. The algorithm ends when no successsis @&ia goal state is reached.
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A* (A star) algorithm

A* algorithm is widely used in many systems to sobost based problems. This algorithm
guarantees to find the cheapest path from initedego goal - if a good heuristic function is
supplied. To reach a goal, a simple formula is gassell, et al., 2010)

fm) =g@) + h(n). 1)

This equation combines cost to reach actual igga)eand cost to get from the actual
node to goal node. The result of this equatiomigstimated cog{n) of the cheapest path
from initial state to reach goal state. The aldwnitis complete and optimal, if heuristic
function h(n) satisfies certain conditions. Optimality of thé& Algorithm is achieved, if
heuristic functiorh(n) is admissible, if graph-search version is optinfdi(n) is consistent,
and if h(n) is consistent. Then values fgf) along any path are non-decreasing. (Cormen,
2009)

Let us suppose that the nagl@s a successor of the nodé¢hen

gn) = g + c(n,a,n), (2)

wherea is an action. It must hold for these two nodes (Rassell, et al., 2010)

f() =g@) +h@) =90 +can)+hn) =g +h)=f(n). )

While evaluating the A* algorithm two conditionseaneeded to be checked, before
a successor is inserted into the open list forr@utexpansion. When popping the best
successor, the open collection needs to be soytedlbe of calculatef(n).

begin doAStarSearch| Hode root, Hode goal, Functor heuresticFunction)
create Collection as open, Collection a=s claosed

open.add (root)
while open iz not emnpty
Hode bestSuccessor = open.sortindPopBestSuccessor ()
oreach Node successor of bestSuccessor.getSuccessors ()
successor.setParent (| bestSuccessor )
if |{ successor == goal ) return SUCCesSsSor;

successor.setz (| bestSuccessor.g + bestSuccessor.getlostTo(=successor)
successor.setH( heuresticFunction| successor, goal )
successor.setF | successor.get®() + successor.getH{) )

if successor.getF() > open.getLowesFOfNodes () continue:
elze if successor.getF () > closed.getLowesFOfNodes () continue;
elze
open.add | successor )
closed.add ( bkestSuccessor )

Figure 17 - A* (A Start) algorithm pseudocode

Figure 17 shows the pseudocode of A* algorithm.imuthe process two collections
are created. One collection is for open nodes (whie not expanded yet) and closed
collection for expanded nodes is the second onehditstart the root is added to open
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collection. This is done because the algorithm wpwhile open collection is not empty. In
every iteration the best node is selected from theen collection by
sortAndPopBestSuccessor() method. Then every ssmcesscompared with goal state and
if it is not a goal state, the metrics are caladaby heuristic function and compared with
other nodes in closed and opened collectionss Higtric is still the lowest one, the node is
added to open collection. Every node is addeddsecl collection.

This algorithm is used most commonly, becauseviery fast and optimal — if a good
heuristic function is chosen. Very low memory igded because only necessary states are
expanded. We can say — this algorithm is bestBugthe overall performance and speed is
dependent on the selected heuristic function wbarhbe slowest part of the algorithm.

2.2.4. Heuristic function

In general, heuristic function is part of an alggam where additional knowledge about the
problem is imparted to the search algorithm. Tlexists only one constraint: a goal node
hash(n) = 0. A Heuristic function can be called “intelligei for informed path-planning
methods. (Russell, et al., 2010)

The main task of this function(n) is to return a non-negative real number which
represents an estimate cost from the actual nddeangoal node. The Heuristic function
h(n) can not underestimate the path from the actudério next node. In every step the
heuristic function must return a lower path-cosirtithe actual cost is. (Even, 2011)

This function is used to determine which step eslikst in the next action. Almost
every path-planning algorithm chooses the lowest mwdetermine the next state - because
there is an assumption about the lowest cost foergeed path. If the heuristic function is a
good one, the lowest number is nearest to thesiatd. (Russell, et al., 2010)

The two most common used heuristic functions areli®an distance and
Manhattan distance. The value of both of thesewdcsts decrease in every step.

Euclidean distance

The Euclidean distangeis defined as straight-line distance between teiotp in Euclidean
space. Distance between two points A and B is calculated with Rgtbras theorem
(Sedgewick, et al., 2011):

e(4,B) = J(xz —x1)2 + (v — y1)%, 4)

wherexy,y:1 are coordinates of point A amgly. are coordinates of point B. The result
of this formula is equal to the distance betweeac®lA and place B. The real distance
between two real points is shown in Fig. Figure Eiclidean distance.
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a; b] X
Figure 18 - Euclidean distance
Manhattan distance

Manhattan distance is usable where diagonal mokegestricted. A good example is
moving in a city, where going across block of hausenot allowed or 8-puzzle where only
horizontal and vertical moves are allowed (Sedgkyvatal., 2011). Distangebetween two
places A and B is calculated by simple formula:

0(A,B) = |x; — x1| + |y2 =yl )
wherexy,y1 are coordinates of point A amgy» are coordinates of point B.

The result of this formula is equal to the sum b$dute differences of x and y
coordinates of places A and B. The real result betwtwo points is calculated by this
formula and shown in Figure 19.

y
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Figure 19 - Manhattan distance

2.3 Configuration space and decomposition

The configuration space is a type of discrete pr@tion of the real world. In this
configuration all important information is storeghich is needed for use in path-planning
algorithms. In our case 2D space configuratiorsedu Every state or position of a robot is
described by Cartesian coordinates {r) in configuration space C and rotation angte
(Skrabének, et al., 2015)

For a fully specified space configuration we needé able to recognize where
obstacles are in the workspa®é For this case, we need to map the obstacles in
configuration space and after this, take into adersition the subset of configuration space
C, that makes contact-free configurations. (Latomi98.1}

Every obstacld;, i = 1 to g, in the workspac&Vis mapped in a regio@:
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CB;={q € C/A(q) N B; # 0} (6)
which is called a C-obstacle. The union of all @yebstacles
Ui, CB; (7)

is called the C-obstacle region, and the set
Crree = C\UL, CB; ={q € ==n (UL, B;) = 0} (8)
free i=1 i q A(q) i=12i

is called the free space. (Latombe, 1991)

Space decomposition is a process where the re#d vgoconverted to a network of
cells. These cells are the potential position ef tbbot. With this network an adjacency
matrix can be constructed. With this matrix neigiig cells are specified. This information
Is used by a search algorithm to find the path-fiam the initial position to target position.
In an adjacency matrix only binary values are stofene (true) for open path and zero
(false) is the unreachable path to the next calur® of neighboring cells is not restricted
because it depends on the selected type of cedhaleasition.

Exact cell decomposition

This methods achieves the decomposition by setpdtoundaries between discrete cells
based on geometric corners. The free space isnakiebounded by a polygon and divided
by vertical lines. Vertical lines divide the frepage to cells which can be used for path-
planning (See Figure 20). The second step is testoaet the graph which represents
structure - in most cases, adjacency matrix. (LammM991)

These representations can be compact because edchrea is stored as a single
node, because it is not dependent on size celt@hgdosition. There are only two necessary
pieces of information - initial cell and targetlcéBiegwart, et al., 2004)

Figure 20 - Example of exact cell decomposition (tambe, 1991)
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The next figure shows how the exact cell decommosjirocess is transformed to a
graph representation. This transformation is dandexomposition space from Figure 20.

Figure 21 - Adjacency relations between the cell&§tombe, 1991)

Fixed cell decomposition

An alternative to exact cell decomposition is atixcell decomposition. This method is
based on partitioning a space to equally larges gelilmost cases as squares. For this method,
there exists one big disadvantage why it is naroftsed. The disadvantage is that obstacles
are not only rectangles, and some cells are maakesh obstacle, but only a small piece
from the obstacle is on it. Because of this inagcyran almost empty cell can be identified
as an obstacle, and with this inaccuracy can bé&edaas closed path - which can be open
in real space. (Latombe, 1991) (Siegwart, et 8042

There is a recommendation to use the smallest S8xazlof squares for elimination
of this disadvantage. Fixed cell decomposition witls problem is shown in Figure 22
(right). In the same Figure on the left side, iswh original problem decomposition without
marking the cell as an obstacle (black squarepgi&art, et al., 2004) At first sight, the
problem is seen with moving between central antitrigostacles after apply obstacle
markers. In the result, adjacent structures ar&edlaas a closed path.

Figure 22 - Fixed cell decomposition problem

Adaptive (variable) cell decomposition

A modified version of fixed cell decomposition agotive cell decomposition. This method
Is improved by gradual decomposition of a biggdl where obstacles are divided into a
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smaller cell. This improvement provides better aacy for marked obstacles in space and
removes the disadvantage of fixed cell decompasi(loatombe, 1991)

Decomposition by this method is done in these steps

1. divide full working space to a four big equal sizedtangles,
2. pick all rectangles where is piece of obstacle ¢hun
3. divide all rectangles contains obstacle again tw émual sized rectangles.

This process is done while all obstacles are bedjesr when the maximum level of
divide factor is reached. The dividing factor degeon user selection and corresponds to
the count of iteration for dividing rectanglestiie last dividing step, obstacles are definitely
marked. (Siegwart, et al., 2004)

start

o goal

Figure 23 - Workspace decomposed by adaptive cekdomlposition method (Siegwart, et al., 2004)

In Figure 23 the decomposed space is shown witldelifactor 4. The resulting
rectangle sizes for individual steps during theotiggosition is also shown. For clarity only
one colored rectangle is shown from every step.iBugsult all equal sized rectangles are
generated in one iteration of dividing.
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Figure 24 - Comparison of resulted path-plan for tlese two methods.

6 Based by figures from (Siegwart, et al., 2004)
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Figure 24 shows the difference between resultech-plain after adaptive cell
decomposition (left) and after fixed cell decomposi (right). On first sight, the path on
right is longer thanks to above mentioned disachgamiand the states need to be expanded
further.
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3 Image Processing

Image processing is a method for image enhancewidntlgorithms and operations. The
output of these is an image ready for analysiseQlgetection in the image is one of most
common used operations. But for this operationraady other operations, basic knowledge
about images and digital image representationagded Almost all operations are based on
these steps:

* Getimage (from camera, video stream or simple edermrawing).

» Store the image in an appropriate format.

« Image preprocessing (white balance, noise reductastoration, compression...).
This step is based on requirements by final opmnati

* Image analysis (segmentation, image registrati@¢ching and comparison).

* Image post processing - perform the requested tipera

The purposes of image processing can be dividedtivdse five groups (Monga, et al.,
2015):

» Visualization — transforming digital data into inesgepresenting information about
the data.

* Image sharpening and restoration — repairing ct/majsy image and estimating
clean.

» Image retrieval - looking for the image of interest

* Measurement of pattern - measures various objes image.

* Image Recognition — distinguish the objects inraagde.

3.1 Digital image representation

There exists two main image representations: vedatst model and raster (bitmap) data
model. Whereas the raster model is based on graptets, the vector data model is based
on polygons, lines and points. These models have smlvantages and some disadvantages.
(Rafael, et al., 2008)

Raster data model

The raster data model is based on a pixel gridu(€i@5), where each piXdpx] has one
color from a color model. The two most common commdels are the RGB model which is
designed for adaptive color mixing (in general, fighted equipment - for example
monitors) and CMYK which is designed for places wehsubtractive mixing of colors is
needed (good example are printers). In RGB modatyepixel on the raster grid has three
basic components — Red, Green and Blue componeitdge processing the grayscale
color model (only shades of black) or binary catadel is often used. (Sonka, et al., 2008)

" Pixel is an image element.
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(a) (b)
Figure 25 - Most used bitmap grids — (a) Square gili (b) Hexagonal grid.

The final color count is based on selected colptlideGenerally these color depths are used:

e 1-bit — monochrome (2 colors),

e 8-bit — color/grayscale (256 colors or 256 shadddark),

e 16-bit — high color (32,768 colors with transpangrar 65,536 colors without
transparency),

e 24-bit — true color (16,777,216 colors),

e 32-bit — deep color (4,294,967,296 colors).

Color count is calculated from an easy formula, iglnes bit depth (Rafael, et al., 2008):
X, =2" ©))

The main advantage of raster data model usagbgeipdssibility of having more
details (shadow detail) in the picture than invketor data model. But the disadvantage is
therefore with higher memory requirements.

General formula for calculating image size in By®e¢Rafael, et al., 2008):
Sg =w#*h=* g. 9
wherew is width in pixelsh is height in pixels, and is color bit color depth (8-bit,...).

Due to this disadvantage a compression for sawragyes is introduced. One version
of a compression is loss and lossless. (Sonké, 2088) At present, the ordinary resolution
is about 3,500 x 5,000 pixels for DSLR cameras {aldd ,5Mpx - = 52,5MB without
compression).

The lossless compression is based on a conversite tshortest sequence of bytes
and after decoding we get back the original files&®tant compression rate is based on
repeating the same sequence of bytes in file. @dmspression is used in tiff, png, and gif
image file types. (Salomon, et al., 2009)

The loss compression is based on removing unimpidrtBormation from the image.
Unimportant information is information which the rhan eye can not recognize. After
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decoding the original image is not obtained, anchesanformation is irretrievably lost.
Amount of lost information can be chosen by theslexf compression. In this case, every
new file save must be counted with repeatable cesgoon. This algorithm is used in JPEG
image file types. (Sonka, et al., 2008) (Rafaehlt2008)

The final quality of an image on the raster datalehodepends on chosen grid size
(resolution), color depth, and compression. Fig2éeshows the difference between a
100x100px image resized to 400x400px, and theraigi00x400px image. Both of these
images are stored from original 1024x1024 imagected color depth is 24 bits and JPEG
compression level 80%. The original image is standdNG format with same color depth.
The size of the original image is 2.2MB (losslesspression), image file size (a) on Figure
26 has 48kb and (b) is 1.7kb. The difference betvibem is seen on first sight — raster
model is not usable for image resizing to a biggeolution. (Rafael, et al., 2008)

Figure 26 - (a) 400 x 400px, (b) 100 x 100px

Vector data model

Vector data model is based on a polygons, whidefised by points, lines and colors. Each
point of every polygon has its own definite positmn axes. Every line has assigned various
attributes and includes stroke color, shape, cuhiekness, and fill.

The opposite of rasterize process is vectorizatiorhis process, the raster model
image is transformed to vector model, but this apen is more difficult than rasterization
and in most case cannot be done automatically lopraputer. The possible result of
vectorization is shown in Figure 27.
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Figure 27 - Vectorized ph

oto of Theodore Roosevélt

Raster and vector final summary comparison

Table 2 summarizes the basic characteristic ofeth®g image data models. This

summarization is based on gained knowledge whiigngrthe thesis.

Vector Raster
Polygon based Raster based
Better for logos, drawings and illustrations Beftarphotos

Can be scaled without quality losing

Without quality losing can be only down
scaled

Resolution-independent — for every
resolution is small file size

Large resolution and higher detailed image

is result of large file size

Easy conversion to raster

Vectorization is depending on file
complexity — more complex = more time

Special software needed

In many systems is raateerformat

Table 2 - Comparison o
3.2 Point operations

Point operations are focused to perform
operations are based on changing image

value depends exclusively on its previous

8 Sourcehttp://vectorsquad.com/?p=945

f raster and vector model

an operatad every pixel on an image. These
size, caolomgrast, geometry, or local structures
of the image. To every pixel is applied a sequesfoequired functions. Each new pixel
valub@same position and is independent from
any other neighboring pixel values. The point opens are functions only for exactly one
pixel - all operations are applied pixel-by-pix@afael, et al., 2008) (Sonka, et al., 2008)
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A simple formula for Point operations applicatierhere isP(x) required operation,
f(x,y) is an input pixel, and(x,y) is result pixel:

G(x,y) = P(f(x, ) (10)

Afxy))

hput: fx ¥) Output: Gix y)

Figure 28 — Apply the function P to f(x,y)

3.2.1. Brightness transformations

Brightness transformations belong to a group ofupgcadjustment. This transformation is
one of the basic point operations which is needetle done before image analysis is
performed. Brightness transformation is based oB R@version to grayscale image.

These transformations are divided to two classeghtness correctionandgray-
scale transformation Brightness correction takes into account itsinabbrightness and
its position in the image. Gray-scale transformaichange brightness without regard to
position. (Sonka, et al., 2008)

Brightness correction

If we want to do a brightness correction, we neegktt a reference image, where we can get
an error coefficient for each pixel. When the refexe image exists, and error coefficient
e(x,y) can be counted from this image, we can applyhbmgss correction for each pixel on
the input image as:

g(x,y) =e(x,y) * f(x,9) (12)

But this method can be used only if the degradgtimcess on the image is stable.
The stable degradation means, if the degradatiarimear multiplication in the next steps -
it is possible to correct the degradation by rapgatis correction.

If we change the source of images, a new caldmmadf error coefficientg(x,y) for
each pixel is needed. This method has one problenghtness value can overflow if the
error coefficient is bigger than 1. In this casenged to crop the maximum value to exactly
255. The ideal image for brightness correctiondraaverage value of 128 for brightness of
all pixels. (Sonka, et al., 2008)
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Gray-scale transformation

Gray-scale transformation is not based on a piasitipn. A transformatioP of the original
brightnesg from scale <gpp«>into brightness from a new scalegg,gx> is given by:

q =P(p) (13)

The most common gray-scale transformations are showigure 29, where three main
functions are shown. The input of these functiaiesgrayscale images.

* Function (a) enhances the image contrast betweghtibess values;@and p.
* Function (b) is called brightness thresholding sexlilt is black-white image.
* Function (c) is negative transformation.

fy
\\ ‘,’ (a) contrast enhancement
.\ ‘,I
. Y
\ / | «—(b) threshold
%
r \.\ /(c) negative
’ -
‘.‘ N\,
anzl : N, >
0 255 g

Figure 29 - Gray-scale transformations

All of these gray-scale transformations can be lyadone in real-time on
conventional desktop computers, or on commonlylabks mobile phonesR{ha, 2012) To
achieve these operations, often only 256 byteseshary are needed. (Sonka, et al., 2008)
The original calculated brightness is the indeth®look-up table, where the new brightness
is taken. “These transformations are used mainlgnyvin image is viewed by a human
observer.” (Sonka, et al., 2008)

3.2.2. Histogram equalization

This technique is based on gray-scale transform#tioa contrast enhancement. The aim is
to create an image with equally distributed brigistlevels over the whole brightness scale.
When the brightness value is near maximum it ndedse decreased and conversely
enhanced when brightness is near the minimum. Niexipte the input histogram bi(p)

and input gray-scale asp0O,pk>. The intention is to find a monotonic pixel brightse
transformationg = P(p) such that the desired output histogr&f(g) is uniform over the
whole output brightness scale. The histogram candla¢ed as a discrete probability density
function. (Sonka, et al., 2008)

Y ,G(q) =X Hpy) (14)
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The sums in equation (14) can be interpreted asrades distribution functions.
Denote the rows and column countNas hen the equalized histogra@gq) corresponds to
the uniform probability density functidnwhose function value is a constant (Sonka, et al.,
2008):

Nz
k=90

f:

After replacing the left side of the equation (¥h value from equation (15), the
histogram can be obtained precisely only for tlealided continuous probability density:

(15)

2
N2 = [ 1 _ N°x(g=a0) _ (P H _ 1
f% dk—Aqo ds qx—4qo fpo (S)dS (16)

The desired pixel brightness transformation functocan be derived as:
ak—4d p
q=P(p)==5"+[, HS)ds +qo. (17)

For a better idea of what histogram equalizaticnanefer to Figure 30 (Sonka, et
al., 2008)Figure 30. This Figure shows HRCT ofreglbefore and after equalization.
Figure 31 shows the difference between these tveg@istograms.

0 32 64 96 128 160 192 224 255 0 32 64 96 128 160 192 224 255
Brightness Intensity Brightness Intensity

Figure 31 - Histogram equalization for Figure 30
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3.2.3. Thresholding operations

The thresholding basic idea is to find an optimaygevel threshold value for separate
objects of interest in an image. Segmentation bgstiolding operations are fast and simple
for segmenting light objects on a dark backgro@thandrakala, et al., 2016)

Thanks to thresholding we can segment an imagegments, and after it we can
detect edges by differences in light and dark segsnd hresholding operations work with
gray-level images and after the threshold procesget a binary image in two colors - black
and white. (Chandrakala, et al., 2016)

Easily can be said: "H(x,y) is a threshold version &fx,y) as some global threshold
T, gis equal to 1 if(x,y) >= T and zero otherwise." (Das, et al., 2011)

_(1 iffxy)=T
9txy) = { 0 otherwise (18)

Thresholding has a relatively big problem with pixeighbors. This problem is
ignorance of the relationship between neighborimglp. The result can be computed with
misleading errors thanks to image compressiontaligoise or shadows in the image. In all
of these cases some segments in the image castbeslame segments can be marked as a
"black" segment while it is not. (Das, et al., 2p11

The most commonly used thresholding techniquessmngle thresholding, Otsu
thresholding and Polynomial Curve Fitting. Anotlesms commonly used method is adaptive
thresholding.

Simple thresholding

The simple thresholding technique is based onlgletking the condition if the value of
the actual pixel is greater or lower. In genefadalueT is greater than the pixel value, the
pixel is marked as 1 (white - foreground), otheewi$ is O (black — background).

(Chandrakala, et al., 2016)

This technique is useful in discriminating the fyn@und from the background. If a
best-fit threshold value is chosen, the resultmgge contains information about the position
and shape of the objects of interest (foregrouf@ehandrakala, et al., 2016)

Otsu?® thresholding

Otsu's method is based on an automatic methoddihfy the threshold value that minimizes
the weight class variance in the histogram. Thithoak operates directly on the gray level
histogram, because it will be fast. The histogrammamputed only once before the method
is executed. The method tries to minimize overfapnage segments by adjusting threshold

9 Method is named after Nobuyuki Otsu
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value, however this method does not work properith waion-uniform illumination.
(Chandrakala, et al., 2016) (Qu, et al., 2010)

Polynomial Curve Fitting

This method is based on segmentation of an imaggtting a polynomial curve to the
histogram and finding the point of inflection, tetghe minimum value for thresholding.
Algorithms based on this method are very robustedficient in comparison with the others.
This method has however, the disadvantage of hi@ssdand impossibility of making a
valid estimate of the residual variation of theveur{Chandrakala, et al., 2016)

Adaptive thresholding

The next method is adaptive thresholding. This wettan accept a grayscale image or color
image as input; and output is a binary image reprtasy the segmentation. This method

computes a threshold for each pixel in the image tBe same principle is used as in simple
thresholding. The value below threshold T is seh®background color and otherwise to

the foreground color.

The difference between simple thresholding and tadaghresholding is calculated
with sub image (not only with one pixel). The threkl value for each pixel in this method
is found by interpolating the result of the subgms There is a risk when sub image is too
large and bad threshold value is calculated. s ¢hse optimal size of sub image needs to
be found. Unless the sub image is well chosenptathod result is very poor and many
objects in the image can be marked as backgro@tdndrakala, et al., 2016) (Sonka, et al.,
2008)

Figure 32 - Image thresholding (1) Original image(2) Simple thresholding, (3) Otsu method and
(4) Poly curve fitting (Chandrakala, et al., 2016)

Figure 32 - Imageshows the basic comparison ofetimesthods on a photo of rice
image.

3.3 Geometric transformations

All geometric transformations are based on dispres® of pixels from their original
position &,y) to a new positionxtty, y+ty) in the new image (called spatial transformation).
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These transformations allow elimination of imagstalitions or undesirable effects. The
distortions might be caused e.g. by a lens distordr a bad camera orientation.

The transformations can be used also for rotatioimage or change of the view
angle. Such operations are often used in remo&rggwhen in maps, there is a need to fix
effects which arise by earth rotation, satellitsipon and so on.

Spatial transformation

In these transformations every pixg|yj of the original image is mapped to a new pixel
(X', y) in a new coordinate system in the new image. Bt digital image is always a 2D
array of image pixels in an implicit discrete gig); this mapping a place out of the grid can
be achieved (see Figure 33). In this case, ther&t imel1 a final step of calculating pixel
brightness from several neighborhood pixels. Thightness is usually calculated as an
interpolation of these pixels. (Rhody, 2005)

x' = ¢1(x,y) (19)

y' =2 (x,y) (20)

Functions¢1 and ¢z in equation (19, 20) are functions dependx@mndy (pixel
coordinates).

Figure 33 - Spatial transformation (Rhody, 2005)

Affine transformation

All possible geometric transformations are specisles of Affine Mapping. This mapping
is a function between two affine spaces which pxesepoints, straight lines and planes.
The general transformation equation in homogeneoagdinate system is:

[x" ¥y wl=[x ¥y wlM (21)

WhereM is general 3x3 transformation matrix.
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my; Mppy; Mgy
my; My, Mys
msz; M3z Mgz

M= (22)

In general, an affine transformation is a compositf translations, scales, rotations,
and shears. An affine transformation can be reptedeéyy these matrix equation:

my; My, O

x" y' 1] =[x vy 1].[m21 my, 0
mz; mz, 1

(23)

The result of the 2D transformations must lie angbame plane, e.gqv, =w =1. W
can be any value. Generally, the homogeneous cwiedi must be divided by order to
be left with results in the plaveé = w = 1 (Rhody, 2005).

3.3.1. Translation
All points are translated to a new position by addffsetdxandty to x andy, respectively.
This operation is known as “shift”.

The translation transformation matrix &ika, 2012):

1 0 O
by ty 1

(c¥zy, y+iy)

Figure 34 - Example of translation

3.3.2. Scale

Every point is scaled by applying the scale factrandS, to thex andy coordinates,
respectively. To enlarge the original image, ththldactors need to be specified as positive
values greater than one. To scale down, both facieed to be set to number between zero
and one. Negative scale factor values can causanthige to be a reflected, yielded and
mirrored image.

This special type of scale is a non proportionsilz& This case can appear when the
scale factofs is not equal t&,. Then the resultant image proportions are altered.

The scale transformation matrix is (Rhody, 2005):

S, 0 0
M= [ 0 S, 0] (25)
0 0 1
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Figure 35 - Example of scale -,85, = 2 (Enlargement)

3.3.3. Rotation
Each point in they’-plane is rotated about the origin through the tenahockwise angle
0. The origin is in most cases, the center of im@&Jjedy, 2005).

The rotation is defined by this transformation mxatRhody, 2005):

cosf sing 0
M=|—-sin cosO® O (25)
0 0 1

Figure 36 - Example of rotation -6 = 45°

3.3.4. Shear

The last basic affine transformation is Shear. Bgwang mp; to be nonzerox is made
linearly dependent on bothandy, whiley remains identical tg’. A similar operation can
be applied along the v-axis to compute new valoey fwhile x remains unaffected. This
effect, called shear, is therefore produced bygusie off-diagonal terms (Rhody, 2005).

The shear transformation along the x-axis is:

1 0 O
M=|H, 1 O]. (26)
0 0 1
The shear transformation along the y-axis is:
1 H, 0
M=o 1 ol (26)
0 0 1

WhereHy andHyis used to make’, y’ linearly dependent oxi andy’.
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Figure 37 - Example of shear along x-axis

3.4 Composite affine transformation
The transformation matrix of a subsequence of @maffine transformations is:
M = M;M,M; ..M,,. (27)
Then the inverse transform is:
Mt =MIMtMpt Mt (28)

Suppose that you want the composite representatidgranslation, scale and rotation
(in that order) (Rhody, 2005).
1 0 ¢t
[0 1 ty] (29)

cos@ sinf O
M= |—sin8 cosG 0 0 S
0 0 1

0

Sycos S,sin@ Syt sin6 + Syt sin 6
=Sy, sinf S, cos 0 S,t, sin 6 — Syt, sin 9]

Figure 38 - Result — Translation, Scale 2x, Rotatio@ = 75°

3.5 Perspective transformation

A perspective transformation results whegps @nd ms is nonzero. This transformation is

frequently used in conjunction with a projectiontam viewing plane. This operation is

known as a perspective projection. The perspeqiegction of any set of parallel lines

which, are not parallel to the projection plandl @onverge to a vanishing point — the center
of projection. This transformation is useful fondering more realistic images (Wolberg,
1988). Perspective projection causes perspectstertdon (Sonka, et al., 2008).
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Perspective transformation is used because wotk3Mtin computer vision is very
difficult. This transformation provides all poirdgkng a line, pointing from the optical center
towards a scene point, as one single image poanspective transformation is a loss-data
transformation and inverse transformation is vagdho calculate. (Sonka, et al., 2008)

Figure 39 - Example of apply a perspective transfanation®

Figure 39 shows perspective transformation for@®u solver. The plane projection
is needed to run the OCR and cell detection. Firsitners of the base square are detected,
and after, the image is transformed with this infation to a plane projection. In this case,
the transformation is done by OpenCV framework wktitowledge of original corner
position and supplied information about final carpesition. The transformation matrix for
this case is discretely calculated during the fiansation process.

3.6 Image smoothing

The image smoothing process is in most cases wsacaise reduction filter — this is the
key technology of an image enhancement, which gmmave quality of a resulted image.
So, this step is necessary in much image-processitigare. In some literature, smoothing
Is also called blurring. (Szeliski, 2011) (Goyalag, 2012)

To perform a smoothing operation, it is necessamgpply a filter to an image. The
most common used filters are a linear filter, a btigr, the Gaussian filter and a median
filter. (Phillips, 2000) Every filter calculatios based on a function which is applied to every
pixel of an image. This function is based on a &krnwhich is in most cases, the center
pixel in a filtering segment. The kernel pixel eplaced by a new pixel created by filter
calculation. The new pixel is calculated from ndigting pixels. (Szeliski, 2011)

10 Sourcehttp://opencvpython.blogspot.cz/2012 06 01 archivel.
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Linear filter

The most common filter type of smoothing is a linéi#ler. Resulting pixel value is
determined as a weighted sum of input pixel values.

Gx,y) = X f(x + k,y + D). h(k, D) (30)

Where ish(k,l) the mentioned kernel, which is nothing more thandbefficients of
the filter. (Szeliski, 2011)

Gaussian filter

Figure 40 - Example image with applied Gaussian fiér

The Gaussian filter is based on Gaussian funcficnording to this function, the weight of
neighboring pixels is decreased by the spatiahdest between them and the kernel. The
biggest weight value would be in the middle (keyn€his decrease can be shown in Figure
41, where the blue color symbolizes a lower valoefftcient and red color is the highest.
(Szeliski, 2011)

2
—(x—px)?  ~(y-ny)
2

Go(x,y) = Ae 20% 2% (31)

Where isu the mean and represents the variance.
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Figure 41 - 2D Gaussian function graph

Box filter

The Box filter is based on a linear filter. The iklrvalue is still based on equation (30),
wheref(x+k, y+l) is calculated from a simple matrix with means afgjhbor’s pixels and
coefficient. The matrix and matrix size for filtex specified by the user. There are three
examples of 5x5 filter matrix with their coefficien

1111 1] 01110 12321

R Jrrie 24842
New=2-11111 hye=-11111h,=>(369 6 3

25 21 81

11111 11111 2 46 42

1111 1] 01110 123 2 1]

The coefficient is the sum of individual meansetdments. These three matrices
containdhrect= Uniform rectangular filtehirc = Uniform circular filter andpy:= Triangular
pyramidal filter for an image smoothing. (Szeliskd11)

3.7 Shape analysis

The main goals of shape analysis are shape reamgnitategorization, matching,
description, decomposition and determination oftmosand orientation. By shape analysis
many entities like flat objects, projections of 8bjects, segmented binary images, planar
shapes, curves, and closed contours can be ana(yadthrya, et al., 2005)

On shape analysis, many object recognition algmstiare based, because the basic
shape of an object is stable and is not expectetidage. Every shape is the ensemble of
geometrical information of an object which doesctmnge, even though the location, scale
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and orientation of the object are changed. Thushiage is invariant to Euclidean similarity
transformations. (Acharya, et al., 2005)

There is several approaches for analysis methdusselapproaches can be divided to
three main groups (Csetverikov, 2003):

e Scalar transform vs Space domain methods. In scalar methods objects are
compared by statistical pattern recognition al¢pong and in space by structural
pattern recognition algorithms. Output of scalansformation are vectors, and
output for space domain is another image.

* Information preserving methods where is loss of information controllabled
information non-preserving where is information loss is not controllable.

* The last group is based area-basedwith points ordered in 2D arabntour-based
methods where points are ordered along contouraly8is by this kind of approach
can be suitable for different kinds of analysis.

Landmark points (Key points)

Landmark points are one way to describe a shaperpdiy defining a finite set of points
inside the object. These points are classifieddabdrya, et al., 2005):

* Anatomical landmark points — assigned by experts — points correspond between
organisms in some biologically meaningful way (pof tissues or bones).

* Mathematical landmark points — assigned by mathematical or geometrical
property (curvature or an extremum point).

* Pseudo-landmark points— set of constructed points on object either endtlitline
or between other landmark points. May be approgsiatefined by the user.

Each landmark points can be described as nodertexvef a polygon enclosing the
shape pattern. These points are key points or meadkeany object (Acharya, et al., 2005).

Polygon as Shape Descriptor

One of the powerful representations of a planapsimaay be the joining of the ordered pair
of an n-point polygon ik dimensions. Concatenating each dimension intoxankvector
can achieve this. Two dimensional planar shapestmag/be represented as (Acharya, et
al., 2005):

x = [{x1, %2, X0 1 {1, V2 1 Y 3 (32)

“The location, scale and rotational invariant shegggresentation may be achieved by
establish a coordinate reference with respect sitipa, scale, and rotation, to which all the
shape patterns should be aligned.” (Acharya, eR@D5) The shape alignment procedure
involves four steps (Acharya, et al., 2005):
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e Compute the centroid of each shape.

* Resize each shape to equal size.

* Align with respect to position at their centroids.
* Align with respect to orientation by rotation.

Dominant points in Shape description

One method, to detect a set of dominant pointsy determine the curvature at each point,
and calculate the resultant cumulative curvatureatb the points starting with the last
detected dominant point. (Teh, et al., 1989)

The dominant points are points along an imagemathhat mark important information
about the shape. These points are usually poiriiggbfcurvature. In general, two different
approaches exist to find the curvature extrema digital curve. (Acharya, et al., 2005)

« Method 1 —to detect the dominant points directly through anglearner detection
schemes (Teh, et al., 1989).

« Method Il — to detect a piecewise polygonal approximation & dngital curve
depends on certain restrictions for the shape presefhus dominant points
correspond approximately to the intersections gaaaht line segments of the
polygon. These intersections are known as verti€dseak points of the polygon.
(Teh, et al., 1989)

53



4 Problem analysis

The goal of the master thesis is to design the-kagél control system of the discussed
teaching (see section 1). Logically, the first stéphe development process is an analysis
of the problem. The outputs of the analysis wilbal us consideration of hardware
requirements and determination of an appropriaeéwork.

For this teaching aid we need to distinguish betwisvo roles. The first one role is
users, and the second one is a supervisor. Thefthe user is need to be allowed connect
their path-planning routines, chose the targettjposiselect the path-planning routine, and
initialize a path-plan execution. The role supaewisrole must have the same authorization
as the user role; however, the supervisor shouldllbaved for changing the maze layout
and carry the robot to any position in the maze.

The high-level control system must provide to tiser functionalities from three
different domains. The first domain consists ofhRalanning related tasks. Specifically,
tools for input start and goal position, way to ect a student routine, and transformation
of a path-plan to a sequence of steps belong here.

The next domain covers image processing relatekk.taBhese tasks provide an
extraction of information from an input camera ireagpout a maze configuration and a
robot position. These tasks map the informatioa tiiscrete model.

The last domain has a close relation with commuiticarelated tasks. It covers a
high-level control system interaction with the cameystem, the robot, and the student’s
routine. The communication is supplied by standammunication protocols, e.g. WiFi is
used for the communication with the camera, Blugtdor the communication with the
robot. A user vs. high-level control system, unduby a graphical user interface (GUI),
belongs also to this domain.

One of the basic requirements is a simple seleaifaie path-planning algorithm.
The communication with path-planning routines Wil realized via sockets. This protocol
will be specified in subsubsection 5.1.5 of thiesils. Next requirement is a simple use of
the GUI on tablet or another hardware with a toaden. This will allow us to use the
teaching aid within open days when its usage bigledn and youth is expected.

Within the problem analysis, | suggested commuimoatprotocol for these
applications. Via this protocol, user routines @gia from the high-level control system and
they can calculate path-plans for the data. Ifsfuglent routine finished the path-planning
process, the path-plan can be sent back via thteqwl to the high-level control system, and
then system will send a transformed path-plarrtdbat. Selection of the path-plan algorithm
is completely dependent on the student decision.
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4.1 Objectives of teaching aid

The main objective of the teaching aid is to supparunderstanding of the path-planning
problematic by students. Within the practical wdhe students improve their knowledge of
path-planning algorithms. Further, the teachingnaight be used during the open days.

4.2 Requirements

Based on the problem analysis, we divided requirgsnen the high-level control system on
functional and non-functional requirements.

4.2.1. Functional requirements
The functional requirements are requirements whpdtify functions and parts of the final
application. Following functional requirements wetentified:

* Requirement on atool for analysis the maze- this requirement is the base for
high-level control system.

* Requirement on atool for the robot detection— this requirement is needed because
the high-level control system needs to know a relqmasition and its orientation.

* Requirement on acommunication module with the robot- this requirement is
needed, because we need have some interface fonwaigation with robot.

* Requirement on acommunication protocol with the student routine — this
requirement achieve the communication between laleigel control system and a
student routine. And a protocol must be simpledonrimplementation, and easy
understandable for implementer.

* Requirement on a management of an attached student's routine -his
requirement is needed, because in a one momenbecattached more than one
routine and we need to be able to switch betweem th

4.2.2. Non-functional requirements

The non-functional requirements are requiremenishwspecifies the result application, for
example, with appearance restrictions or definedhtsting system. In my case, are defined
only these two non-functional requirements:

* Requirement on anintuitive GUI — within this requirement is needed to design a
full screen application with big icons. This regumrent meets the request to usage
of the touching device. The big icons is neededfoomfortable control (avoid the
miss click).

* Requirement on aportability of the application between various opeating
systems.
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4.3 Ready-to-use tools

4.3.1. Maze detector analysis

The most complicated part of the high-level congydtem is a maze detector. The maze
detector ensures analysis of a maze layout usimgiew images captured by the camera.
The analysis of the maze layout is essential feating the discrete model of the robot’s
operation environment. We used the exact cell decsition for the conversion of the
environment into the discrete model. In our appnodlce adjacency matrix is used for its
representation.

Various image processing and computer vision dlgms are employed in the
detector developed by Skrabanek. (Skrabanek, 201&Res advantage of properly chosen
colors of the maze components. An example of theems shown in Figure 1. Yellow
corner markers, black and red partitions, and witot@ are highlighted in this figure.

Simplified, the analysis of the maze layout congidbllowing steps:

1. determining the position of the maze in the image;

enhancement and transformation of the image;

measurement of the partition length using the @eatitpns;

conversion of the input image into a binary image,

analysis of the maze layout using a sliding windapplied on the binary
image, resulting in the discrete model.

ok owbd

Size of the sliding window is determined by theesif the partitions. As is shown in
Fig. 44, the sliding wind captures a cell of thezmand its nearest surrounding. Presence of
partitions is judge using a complex technique wligctietailed in (Skrabanek, 2015).

Figure 42 - Sub image divide

4.3.2. Robot detection
A solution aimed at localization of the robot i tinaze has been developed by Skrabanek.
It allow using various Transformers symbols forate marking. (Skrabanek, et al., 2014)
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5 Software design

Software design is a process which creates spettfits of a software to meet the
requirements of the product owner. This procekglisful to programmers to understand the
problematic of creating concrete software. In gahehis process is done by the product
owner or software architect. The programmer onlyplements the designed result.
(Lyytinen, et al., 2007)

The main task while software design is done, i<ifipation of software modules,
basic data structures, and their responsibilityesulting software. Every module has a
specified collaborative module with which it camuaunicate. If there is a module without
a colleague, there might be a problem in softwasigh. Ideally, every one module is
responsible only for one thing, but in most caseamnot be done easily.

5.1 Modules

In this part of thesis, | will describe all systenodules and their basic responsibility and
collaborative modules, which are a result of thebpgm analysis.

5.1.1. GUI & environment

(i

&
‘ 1.';’;:.

Figure 43 - Final graphic user interface

This is the most important part of the high-levahtrol system. An actual state of the maze
is shown to the user by GUI. The adjacency masiused for render the maze. The
application works under a full screen mode. A robasition is updated every second and
the full maze analysis is done after the user slmk "Analyze maze" button.
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There are three more buttons — Select routinea@a,Turn off. At the start, buttons
"Select routine" and "Go!" are disabled. It is hezno student routine is connected. When
a routine is connected both buttons are allowedhWselect routine” button, the user is
shows a dialog with selection of a student’s ragirwhere can he decide which routine to
use. The button "Go!" function, is to submit thepssequence to the robot. Button "Turn
off" will close the full application. To select tharget position, touch the cell on the screen.

In the maze cells are with different colors. Whee color marks the start cell, green
is mark for a target position and yellow is thecoddted path by a student’s routine. The
robot marker marks the robot position in a real enaz

This module collaborates with a maze layout anslyairobot observer, a robot
communication module, and with a client managers fodule has the most workload and
the only one which has visual interface.

5.1.2. Camera system module

The camera system module has only one respongibitiis responsibility can be divided
to a two functions. The first one, is communicatwith a digital video camera over
RTSP/HTTP protocol, and the second one is to pead image from a camera to the
requesting module. This module has only one exteatation with OpenCV framework -
which is used to connect with a digital video caaer

If the camera system module returns no image, ran gressage will be shown. This
state can happen while there is no digital videmara connected or if it is not available.
Both of these problems can occurs because a camemdt directly connected by
USBYFireWire'? or so on.

This module can communicate with different camervasich support the RTSP
protocol or direct HTTP access to an actual image.

5.1.3. Maze layout analysis

The maze layout analysis is the second most impont@dule. This module has the main
responsibility of the maze analysis. This moduldat@rates with the camera module and
with the GUI. This module will work in its own thaid, because the analysis process can
block the application — when the analysis is noished quickly (slow image transfer, big
maze...).

When the user wants to analyze a maze, this medlileequest a new image of the
maze from camera module and analyze it. After amalg done, the adjacency matrix will
be returned to the GUI module. GUI module will uggda graphic of the maze panel and
show the new configuration of the maze.

11 Universal Serial Bus for connecting peripherals.
12 Standard serial bus (known too as IEEE 1394)donecting peripherals — mostly for cameras.
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The module is based on the maze detector whichintialuced in subsubsection
4.3.1. The maze detector is based on OpenCV framkeWwothis framework is implemented
much algorithms to work with an images, cameragrs@nd so on. The size of the sliding
window was determined as 1.3 times the length ditjwans.

The implementation of this module was the most tiooasuming part of the
development process. Within the development procesgeral challenges arised. They
resulted in several modifications.

The main problem of the maze detector is diverseé@mment. In these environment
iIs some influences which are needed to be prevenmtduce. In relation to physical
environment are there sun shine and shadows. & odghis two are needed to adjust
ambient light. This shadows can impair maze deiecthecause the maze detection is based
on colors.

Next problem can be a bad camera position or apaoallel camera view with base
of maze. Both of these errors can misled by opsgatiudent or supervisor. In the maze
detector | tried to fix this problem by perspect®jection based on a corner detection.
When this problem appeared some next problem @&@eokto be solved. This problem is to
find the last corner. Paper on whose is baseddhching aid, counts only with three marked
corners. But while | tried to calculate last mapener, | was been confronted the problem
with imprecise of it. This problem is shown on Fig44.

Figure 44 - Maze with 3 corner markers and calculad last corner

To prevent this problem is needed to place markdast corner and detect every
corner. The perspective transformation is donesrafetection of corners is completed.
Thanks to this transformation can be easily cropjpedoriginal image, according to the
position of the corners. The result of this proaesshown on Figure 45hyba! Nenalezen
zdroj odkazii..
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Figure 45 - Maze with 4 corner (a) before perspeaté transformation (b) after

5.1.4. Robot observer

The robot observer module is active. Active, sigsifa standalone thread which contacts
GUI when the robot position changes. The base tifoaerthis module is set to 500
milliseconds and its work starts after a first ssful analysis of the maze is done.

This module has only one responsibility and itobserve the robot, and transfer
the new position and rotation information to GUhel GUI will update graphics after
accepting this information and repaint the robctifan.

5.1.5. Client manager

The client manager module has responsibility fateptng a connection from student
routines and communication with this rutine. Thenoounication is defined by a simple text
protocol which will be described below.

This module is designed as a pool of connectiohgreva connection is created for
every new student's routine. User can switch betwleese connections (as shown in Figure
46) in the GUI. Every connection has its own namdistinguish routines and own a thread
for checking, if connection is still available. Tbheck availability of a routine, the simple
ping request, with 5 repeats in 500 milliseconslsised. Thus, if student’s routine does not
respond for 3 seconds, it is disconnected, cormredsi closed, and GUI selection/buttons
are updated.

Every communication (excluding an incoming clieohgection from a student’s
routine) between high-level control system andualestit’'s routine is started by a HLCS
request. This is to avoid a flooding request frorhaally written student routine. Every
unknown command is thrown out.
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Please select routine

st40429 [/127.0.0.1:49458] -

st40429 [/127.0.0.1:49458]
st12345[/127.0.0.1:49461]

Figure 46 - GUI form for routine selection

Client communication protocol

The server side commands:

Name? — This command is used for a new incoming conoacto determine a
student routine’s name. The expected responsame mathe student NetID format
(st#####). This format of NetID is defined by Unisgy of Pardubice.

ping — Simple command for determine if is connection stilve. Simple response
IS “ping”.

solveproblem— This command signalizes a data block with adjegenatrix for an
actual maze. Lines with zeros and ones, which gparated by commas, are sent
after this command. Every line is for one cell. ¥bommand has a no response.
dataok — By this command, client can recognize end of aracaijcy matrix.
Response can be some commands from client side.

QUIT — This command is used for inform the client abouiraxtion close. This
command has a no response.

The client side commands (acceptable by serve):side

from — This command is used to get an actual positiaie robot in maze. The
expected response is a numeric cell ID.

to — This command is used to get the required targgtipn. The expected response
is a numeric cell ID.

dimension— This command can be used to get the dimensioreaé. The expected
response is two numeric values of width and hesgparated by comma (e.g. “5,2").
ok — This command is used to signalize to HLCS abountputing the solution. This
command has no response.

solution — This command is needed to be submitted ajtecommand. This
command signalizes to HLCS when path-planning iseddfter this command
server expects next response with cell IDs of p&h. These cell IDs are needed to
be sorted by path-plan and separated by commas'{e3¢5,6,7”).

The example of protocol usage can be founéittachment A.
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5.1.6. Robot communication module

The last module is the robot communication moduiles module has a responsibility to
communicate with a robot and transform the patim-fta a sequence of actions. This
transformation is needed because the robot hasfoiration about cell IDs in the maze.

The problem analysis defines only three types tbas for the robot. These actions
are LEFT (rotate -90°), RIGHT (rotate 90°), and R®RRD. This three actions are enough
to describe how to go over the maze. In the masemre situation, only two actions can be
used — ROTATE (for 90°) and FORWARD, but it canlpng the robots ride (by rotation
for 270° degrees — 3 times rotate for 90°). (Sknakaet al., 2016)

|
|
2100 .~ | ~
/ | N\
/ | \
|
___l_ _______ | ____________
\\ :4,,/ 90°
~ |

Figure 47 — Comparison of trajectories for 270° raation and 90° rotation to same final direction
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5.2 Analytic Class diagram
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Figure 48 - Analytic Class diagram
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The analytic class diagram shows interaction betwaasses. These classes are
designed during the problem analysis process. Edflass can be implemented in the final
HLCS a bit differently, because the analytic classgram is only a proposal of final
software. From the analytic diagram private methaat language classes are removed.

This analytic class diagram indicates relationsvben classes, attributes of classes,
public or protected class methods, and speciasetalike interface and enumerations.

Based on this analytic class diagram a high-lewatrol system in JAVA Language is
implemented.

5.3 Implementation

The high-level control system implementation cardivéded into three parts. These three
parts are defined by packages in source code.diVison is shown in figure Figure 49 -
HLCS Source Packages.

(a) (b} (c)
E-EH cz.upes £ ImageDetector B[] GUILFrames
E} {::} ControlSystem El{::} Entity - ----- @] ErrorForm.java
EH::} Entity >|§| AdjacencyMatrix. java - ----- E[] LogFrame.java
- & Cell.java |§| Line java ----- [E] MainForm.java
- |&] CelMatrix.java |§| MazeCell. java ----- [E] MazePanel.java
- |8 RutineSocket.java |§| PointContour.java ----- [E] RutineSelect.java
- |88 Settings.java |§| RectangleCorners.java - @] SettingsForm.java
=~ component =-EH Enum
- @] LogComponent.java || RectangleType.java
- || RobotController.java B collection
- |8 RutineServer.java |§| PointContourCollection.java
EI{:} enumeration EI{::} comparator
|g‘| Action.java >|§| Linel engthComparator . java
#-[ interfaces - [&| PaintContourComparator.java
E]{:} service EI{:} utility
- |§| AdjacencyMatrixFactory.java |§| MatConvertor.java
|§] LogService.java i & MazeDetector.java
>|§] PathConverterService. java
>|§] RobotService. java
: |§] RobotSimulationService.java
‘o [dfy Mainjava

Figure 49 - HLCS Source Packages

There are two main executive parts and one viewsng The executive parts are (a)
Control System and (b) Image Detector; (c) GUI.Feans viewing part.

From ControlSystem (a) the most important classesRutineServer (service for
connected routines and communication with theantB), RobotService (service for robot),
and PathConverterService (provides a path-plansfibamation to sequence of steps —
Actions). For ImageDetector (b) the important oésssre MazeDetector (providing the maze
and robot detection) and AdjacencyMatrix (entitgsd represents adjacency matrix). For
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GUL.Frames (c) MazePanel (which showing the emtisze configuration) and MainForm
(main full screen window) are important. The stagtclass is Maze in ControlSystem (a).
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6 Experimental verification of the solution

For an experimental verification, the test scersagi® needed. These scenarios are designed
to check correctness of a teaching aid. The testasss were designed with respect to the
specific requirements.

6.1 Maze detection
The basic functionality of a maze detector willtbsted in this test scenario.
Assumptions: The software is switched on.

a) The maze is detected from camera image requesteddamera module,

b) the software shows an error message while mazgsasé obtained and camera is
switched off,

c) the software shows an error message when the mahesis fails,

d) the maze is detected from adjacency matrix daga fil

e) the software shows an error message when file mlatesontain the adjacency matrix
data,

f) the maze is detected from an image file,

g) the software shows an error message when imagad#s not contain a maze.

6.2 Student’s routine interface

The basic functionality of client manager, and iatéion between client manager and GUI
will be tested in this scenario.

Assumptions: The software is switched on.

a) The buttons “Select routine” and “GO!” are disablé&ceho routine is connected,

b) an error message is shown, if touch to cell isqreréd,

c) the buttons “Select routine” and “GO!” are enabliédirst routine is connected,

d) the buttons “Select routine” and “GO!” stay enablédext routine is connected,

e) the buttons “Select routine” and “GO!” stay enablddone of these routines is
disconnected and any routine is still connected,

f) dialog “Select routine” is shown after clicking telect routine”,

g) the buttons “Select routine” and “GO!” are disablédast routine is disconnected,

h) the routine is removed from “Select routine” dialbg connection is lost,

1) if the dialog “Select routine” is opened and lamiitme is disconnected, the dialog
will close.

6.3 Getting path-plan from routine and transform to a sequence of steps

The combination of functions are tested in thisnag®. In this case, communication
protocol is tested with student routines, robot samication module which transforms the
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path-plan to a sequence of steps, and GUI whicWwshias information. The communication
protocol with student routine is also tested witthiis test case.

Assumption: The software is switched on. Robot camication interface is using
simulation mode (software is switched to simulatiade). One or more student routines
are connected. The software is in default settings.

a)
b)
c)
d)
e)

f)

¢)
h)

)

The robot marker is shown at GUI and backgrouncharker is red,

the target cell has green background after toudellas performed,

the new path-plan is shown by yellow backgroundedf,

the path-plan indication is repainted, if clickdier cell is performed,

a robot communication module does nothing,

the path-plan is transformed to a sequence of stdfes click to “GO!” button is
performed,

the simulation mode performs steps in order ofstguence of steps,

the executed path-plan is removed from GUI and rudat position is re-colored to
red,

the new position is submitted as new start staue tle scenario can be repeated.

6.4 Robot detection

The basic functionality of a robot detector will fested in this test scenario.

Assumptions: The software is switched on. The pa#m routine is connected. Robot
communication interface does not use simulationendthie maze is successfully analyzed
and shown on GUI.

a)
b)
c)
d)

The robot marker is shown on GUI for the robot'al i@osition,

the robot is rotated according to a real rotatioa maze,

the robot is tracked, while path-plan exists aret gticks on “GO!” button,
the robot position on GUI is updated after anotieat cell is reached.

67



7 Evaluation of verification

Results obtained from the verification process etiog to the test scenarios were
summarized in Tables 3 — 6. As follows from theutss the computer vision tasks are the
most prone to errors. Specifically, the robot déd®cmodule shows the most serious errors;
however, the maze layout analysis is also imperfdoese issues will be considered in the
following subsections.

Maze detection

Label Result Revealed error

a inaccurate Not all mazes are detected

b OK

C OK

d OK

e OK

f inaccurate Not all mazes are detected

g inaccurate Some images fall into detection

Table 3 - Evaluation of the maze detection test stario

Student’s routine interface

Label Result Revealed error
OK
OK Sometime come “lag” before error message osvsh
OK
OK
OK
OK
OK

OK
OK

o]

—|T|Q|=+00|Q|O|T

Table 4 - Evaluation of the student's routine inteface test scenario
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Getting path-plan from routine and transform to a ssquence of steps

Label Result Revealed error
a OK
b OK
C OK
d OK
e OK
f OK
g OK
h OK
[ OK
Table 5 - Evaluation of the getting path-plan fromroutine and transform to a sequence of steps test
scenario
Label Result Revealed error
a inaccurate The robot is not detected at all glat¢he real maze.
b Fall Robot rotation is not recognizable.
C Fail Same aa part of test scenario.
q partial OK The robot pqsition is updated, but not all timeteew
correct position.

Table 6 - Evaluation of the robot detection test smario
7.1 Maze detection

During the experimental verification of the mazeteddon, | tried to find bad
implementation in the maze detector. In the coafsetest 10 different maze configurations
have been tried. 5 of these configurations arersgaad the others are rectangles. All of
these configurations have been tried in differeigwangles, different rotations, and
different positions in the workspace.

Verification is relatively good. Only a few mazendéigurations were not detected
properly. During the tests a problem with light wagparent. Thanks to an ambient light
from a window, some walls disappeared thanks &dlaative surface on top of the partition.
This problem has been partially solved by the adldibf extra light above the maze.
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Removing the reflective surface from walls will fm@re helpful. This problem is shown in
Figure 50.

Figure 50 - Maze with undesirable light

The next slight problem is a bad detectable mazehnik too much rotated (above
approximately 35°). When the maze is rotated toohmdetection is not successful, because
the maze is "destructed” by perspective transfaonal he result of bad detection is shown
in Figure 51.

T
N
(L

Figure 51 - Bad detected maze while is too much rmated

| was unable to remove this kind of problem, bigleintified this problem occurring
in perplexity of corner positions. In every detentil tried to mark all corners by their name
(like in Chyba! Nenalezen zdroj odkas.) however this problem of undetected corners
remained. This problem can be fixed by rotate tlagem

The last problem is caused by bad camera posifiois.will be done in most cases by
the operating user. Only returning the camera éopitoper position is enough to fix this
problem.

7.2 Robot observing

Verification of the robot observing module was wtassful. During the test | tried to
implement two versions of a robot detection. THeotaletection is based on robot markers.
The robot actual position and his rotation in mazeeeded to be found. Unfortunately, all
of my implementations were unsuccessful.

The first implementation by a classic detectiorhvatcascade classifier failed when
a robot marker is in light shadow and is not alwdgsectable. This implementation is
unusable. However, the robot orientation detedis in all cases.
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Figure 52 — Key points of sample robot markers (cokred circles)

Secondly | implemented the robot observation wahdimark point detection.
Everything works well, while | tried to detect thebot in an image, with approximately
same size of a robot marker in image. When | usedmaller image as source of key points
— these points are incalculable by the detector.

Figure 53 — Sample key pointed maze with markers
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Figure 54 - Sample bad key point association

Insufficient camera resolution might be the prablef both these implementations.
In each case, a camera with a better resolutionaabétter image quality, can fix these
problems.

7.3 Implementation of client application with A* algorithm

The verification of a client application ended wéllrring the testing of the implementation,
the testing student’s routine met with no probleimyg.implementation of student’s routine
is implemented in JAVA programming language witbaramended socket implementation
from language documentation.

| £ & - Testing Client Application - Be. Filip Majerik - O s

Senver. | 192.168.0.1

Paort: 37000

MName: 5140429
Connect Disconnect
Figure 55 - Simple routine GUI

The check of path-plan is done visually in the HigNel control system. | tried to
find several routes for a maze and it was perforasgg well. During this, | tested the path-
plan to sequence steps transformation. It is dogle faurther, while | tested this part of the
high-level control system, | decide to implemerd #imulation mode, where no robot and
camera is needed. In this simulation mode you oalyae the maze from an image file and
the robot will move only on the screen.
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1l

Figure 56 - Example of generated path by testing dine

Waiting for solver..

To: 57

From: 1

Dimension: java.awt.Dimension[width=10,height=§&]

O submited

PROBLEM: 1 -»> 37

Time:5at Apr 2% 01:28:30 CEST 2017

From: 1 >» 57

Soloution:: 1,11,12,13,14,15,16,17,27,37,47,48,58,57

Figure 57 - Example output during the communicationwith routine
The generated sequence of steps, for the pathhwhaghown on Figure 55, is:

FORWARD — LEFT - FORWARD— FORWARD— FORWARD— FORWARD—
FORWARD - FORWARD— RIGHT - FORWARD— FORWARD— FORWARD
— LEFT - FORWARD— RIGHT - FORWARD — RIGHT - FORWARD

The correctness of this sequence of steps is @@y the simulation robot module which
accepts the sequence of step as input data fotatiom
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Conclusion

In this thesis | tried to implements the high-legehtrol system for autonomous
mobile robot. The maze detection, simulation mo@&J)l interface, communication
protocol, and test student routine were all sudakstements of this thesis. | am especially
satisfied with implementation of a simulation mddetesting this software without a robot.
Communication with a robot is not a part of thiedis.

Unfortunately, the robot detection did not work @cling to preconceived ideas.
These problems appeared during the implementafitredeaching aid. Such problems can
be eliminated by further research.

As is mentioned, it is maybe a problem with a came&hich is used. Without
replacing the camera, | suggest to use a simplpestatection with a special mark for
recognition of a rotation of the robot.

For recapitulation, these problems are - ambigit lin class where teaching aid is
used, impossibility to detect the last corner @f thaze without the marker, problems with
camera connection using secured RTSP protocoljaetedtion of robot position and rotation
using a cascade classifier or the key points. Foost all problems, possible solutions are
proposed, in this thesis.

This teaching aid can be used for demonstratinig-plainning and testing student’s
routines. The simulation mode gives to student'figent possibility to check their
correctness of a path-planning routine implemeoati

| wish to finish this teaching aid in the near f@uThe refactoring and optimization
of some software parts are needed, with increasesspn of the maze detector.
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Attachment A — Example usage of communication proto col

Direction Data

Server awaiting connection..
Client->Server Request for connection..
Server->Client Name?
Client->Server st40429
Server->Client ping
Client->Server ping
Server->Client solveproblem
0,1,0,0,0,1,0,0,0,0..
0,0,0,0,1,0,0,0,0,0..
dataok
Client->Server from
Server->Client 1
Client->Server to
Server->Client 17
Client->Server dimension
Server->Client 4,4
Client->Server ok
Client->Server solution
Client->Server i1,2,5,3,6,..,17
Server->Client ping
Client->Server ping
Server->Client QUIT
Client disconnected..
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Attachment B — Accompanying CD
The accompanying CD contain:

e Master thesis in electronic version (PDF and DOCWerd 2013)
* Source code of HLCS application

* OpenCV files for run the application

e Testing image of maze (JPG)

« Two example adjacency matrix sources (TXT)
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