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LABOUR MARKET MODELLING IN THE CZECH REPUBLIC   

Radmila Stoklasová 

Abstract:  The article deals with labour market modelling in the Czech Republic using 
regression model. The regression equation shows the behaviour of the unsatisfied labour 
supply determined by education and age structure of the unemployed, registered length  
of unemployment, available jobs average wage. In the second part of article is used 
prediction by Box-Jenkinson methodology. On the basis of the verified model a prediction 
for the first quarter year of 2015 is worked out and its success assessed. Population ageing 
will considerably influence economic and social structure of the population. The labour 
market will change completely. The future development of labour market will face  
a challenge of reduction of the negative initial demographic conditions. The main problem 
of the labour market in the Czech Republic is the exclusion of all groups of population due 
to the lack of flexible jobs, mainly part-time jobs (for example students, mothers  
with children and elderly people).   

Keywords: Labour market modeling, Labour market supply, Regression model, Correlation 
analysis, Box-Jenkinson methodology. 
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Introduction 

In the first part of this article will be followed an investigation of the past and present 
development behaviour of labour supply using regression analysis. Pissarides estimates 
model for employment, real wages and Beveridge curve, we can see in [8].  For estimation 
of equation in this paper was used the following time series [9]: the number of unemployed 
registered at the labour office, the number of registered unemployed according to the 
educational structure, the number of registered unemployed according to the age structure, 
the number of registered unemployed according to the length of unemployment, the number 
official free jobs at the labour offices and average nominal wage.   

The second part is related to analysis time series the number of unemployed registered  
at the labour office using by Box-Jenkins methodology. This part consists of identifying  
the model and its validation of model quality. Data that has been used can be found on the 
Internet at [7] and [10]. Calculations are conducted using SPSS statistical software like  
in [6] and [11].    

The third part is devoted to the second equation model. The second equation model the 
labour demand influenced by demanded education structure, registered available jobs, gross 
domestic product (GDP), the unemployed and average wage.  

1 The first equation model for the labour market 

In the next figure shows the course of the time series the number of unemployed 
registered at the labour office. The minimum is 297 880 unemployed and it was  
at the second quarter 2008 and the maximum is 608 315 unemployed and it was at the first 
quarter 2014. 

 



 

From the regression model we can express following linear regression function:

where:    

ut  the number of unemployed registered at the labour office,

uEDU,t  the number of registered unemployed according to the e
(uZ,  us, uv  

uAGE,t the number of registered unemployed according to the age structure (
19 years old, from 20 to 49 years old, more than 50 years old),

uTIME,t the number of registered unemployed according to the length of unemployment 
(uk , ud  - time up to 1 year and long time unemployed lasting more than 1 year),

vt official free jobs at labour offices,

For estimating labour ma
In deciding on the best set of explanatory variables for each regression model we follow the 
stepwise regression [3]. In this method we proceed by introducing the acceptable 
explanatory variables and
made on the basis of the contribution of that variable to the explained sum of squares, 
as judged by the F test for independent variable entering or removing at each step according 
to the tolerance criterion.

The estimated regression relation:

The follow table shows that all regression coefficients are statistically significant 
on the 5% significance level.
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Tab. 1: Regression coefficients 
 B Std.Error t Sig. 

Constant -1423 52.092 -27.33 0.008 

uv 0.019 0.001 19.230 0.000 

u2 0.998 0.000 4248.760 0.000 

u3 1.002 0.000 5147.320 0.000 

u1 0.996 0.001 996.454 0.000 

ud 0.002 0.000 5.787 0.000 

Source: [own calculations]  

Based on this model, we can estimate the number of unemployed in the first quarter  
of 2015. The actual values are: 

 230941;15236;212083;297996;63050 132 ===== dv uuuuu .  

After substituting into the regression equation we get ut = 525319 and the actual number 
of unemployed in the first quarter of 2015 was 525315, we can see [7]. 

The assumptions regression model are: 

a) Correctly specified model, 

b) the mean value of the residual component is equal to 0, 

c) the residual component has a constant variance, 

d) the individual components of the residual vector are uncorrelated, 

e) residual component has a normal distribution. 

The following table confirms the fulfillment of assumption d). 

Tab. 2:  Autocorrelations of residual component 

Lag Autocorrelation Std. Errora Box-Ljung Statistic 

Value df Sig.b 

1 0.299 0.119 27.211 1 0,000 
2 0.281 0.111 27.118 2 0,000 
3 0.195 0.114 28.224 3 0,000 
4 -0.215 0.134 31.512 4 0,000 
5 -0.075 0.132 32.176 5 0,000 
6 -0.275 0.125 36.742 6 0,000 
7 -0.242 0.118 40.689 7 0,000 
8 -0.175 0.111 42.959 8 0,000 
      

a. The underlying process assumed is independence (white noise). 
b. Based on the asymptotic chi-square approximation. 

Source: [own calculations] 

The assumption has (that the residual component is not correlated) been verified  
Durbin-Watson test, DW = 1.95. 
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In the SPSS output in the ARIMA model for each parameter there are calculated their 
significance. According to these values it is possible to determine whether the parameters  
in the model to include or not. When calculating the number of models that describe the 
behavior of the series about the same, then we select a model in which the AIC  
(Akaik´s information criterion), respectively SBC (Schwartz-Bayesian criterion) is minimal 
and Log Likelihood maximal. Finally, verify that residual component is white noise, i.e. the 
sequence of random variables normally distributed with zero mean and constant standard 
deviation, see [1]. 

The ARIMA model assumes interdependence among neighboring values. If the process 
contains even seasonal fluctuations, we can also expect dependencies between variables  
in different seasons.  

This process is called SARIMA (p,d,q) (P,D,Q)s  , where  

p is order of the process AR, q is order of the process MA, d is order of the difference,  
P is order of the seasonal process AR, Q is order of the seasonal process MA, D is order  
of the seasonal difference, s is the length of the seasonal period. 

Model can be expressed by the formula: 

( ) ( )( ) ( ) ( ) ( ) t
s

Qqt
Dsd

p
s

P aBByBBBB Θ=−−Φ θφ 11 .          (3) 

2.1 Identification of the model 

Based on the autocorrelation functions we can chose models: SARIMA (1,1,0) (1,1,0)4 
or model SARIMA (1,1,0) (0,1,0)4. Because Akaik‘s information criterion as well as 
Schwartz-Bayes criterion are less for the model SARIMA (1,1,0) (1,1,0)4, we chose that 
model. 

SPSS output for model SARIMA (1,1,0) (1,1,0)4 

FINAL PARAMETERS: 

Log likelihood         -629.79572 

AIC                    1265.5914 

SBC                    1271.6134 

Variables in the Model: 

                       B             SEB        T-RATIO             APPROX. PROB. 

AR1               0.591         0.11853      4.9897870        0.00000714 

SAR1             -0.254        0.14234     -1.7909735        0.04811875 

CONSTANT -394.11    6042.75173     -0.0652203        0.94824866 

Both coefficients are statistically significant at a significance level of 5%. 

General form of the model is:     

( ) ( )( ) ( ) tt ayBBBB =−−Φ
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1
4

1 11φ .          (4) 

After adjustment equation and substituting the estimated values into (4) se obtain the 
following equation, which describes the dynamics of the investigated time series: 



 

2.2 Diagnostic model control

The assumption has (that the residua
Durbin-Watson test, DW = 1.72. 
component and the assumption about not correlated of residual has been verified.

Tab. 4:  Autocorrelations of residual component

Lag 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
 

a. The underlying process assumed is independence (white noise).
b. Based on the asymptotic chi

The normal 
and result Shapiro
statistically significant. There are no statistically significant deviations from normality.

 

     ty

Diagnostic model control

The assumption has (that the residua
Watson test, DW = 1.72. 

component and the assumption about not correlated of residual has been verified.

Autocorrelations of residual component

 Autocorrelation

a. The underlying process assumed is independence (white noise).
b. Based on the asymptotic chi

The normal distribution of random component is confirmed in the following graph 
and result Shapiro-
statistically significant. There are no statistically significant deviations from normality.

tt y

+

=

254.0

591.1

Diagnostic model control

The assumption has (that the residua
Watson test, DW = 1.72. 

component and the assumption about not correlated of residual has been verified.

Autocorrelations of residual component

Autocorrelation

0.311 
0.231 
0.185 
0.205 
-0.065 
-0.285 
-0.240 
-0.155 
-0.258 
-0.212 

 

a. The underlying process assumed is independence (white noise).
b. Based on the asymptotic chi

distribution of random component is confirmed in the following graph 
-Wilk test. 

statistically significant. There are no statistically significant deviations from normality.

ty

y

−

−

−

−

8

1

41.0254

591.0

Diagnostic model control 

The assumption has (that the residua
Watson test, DW = 1.72. The next table shows values of autocorrelations of residual 

component and the assumption about not correlated of residual has been verified.

Autocorrelations of residual component

Autocorrelation Std. Error

a. The underlying process assumed is independence (white noise).
b. Based on the asymptotic chi-square approximation.

distribution of random component is confirmed in the following graph 
Wilk test. Residue: SW

statistically significant. There are no statistically significant deviations from normality.

Fig. 3: His

144 

t

t

y

y

+

+

−

−

9

2

15.041

746.0

The assumption has (that the residual component is not correlated) 
The next table shows values of autocorrelations of residual 

component and the assumption about not correlated of residual has been verified.

Autocorrelations of residual component 

Std. Errora 

0.126 
0.125 
0.124 
0.123 
0.122 
0.120 
0.119 
0.118 
0.117 
0.116 

 

a. The underlying process assumed is independence (white noise).
square approximation.

distribution of random component is confirmed in the following graph 
Residue: SW-W = 0.7831; p = 0.8922. 

statistically significant. There are no statistically significant deviations from normality.

Histogram of residuals 

t

t

ay

y

+

−

−

−

10

4

15

.1746

l component is not correlated) 
The next table shows values of autocorrelations of residual 

component and the assumption about not correlated of residual has been verified.

Value

23.566
26.998
29.244
32.048
32.336
37.933
41.987
43.701
48.549
55.777

 

a. The underlying process assumed is independence (white noise).
square approximation. 

distribution of random component is confirmed in the following graph 
W = 0.7831; p = 0.8922. 

statistically significant. There are no statistically significant deviations from normality.

togram of residuals 

t

t

a

y −−5186.

l component is not correlated) 
The next table shows values of autocorrelations of residual 

component and the assumption about not correlated of residual has been verified.

Box-Ljung Statistic

Value df

23.566 1
26.998 2
29.244 3
32.048 4
32.336 5
37.933 6
41.987 7
43.701 8
48.549 9
55.777 10

a. The underlying process assumed is independence (white noise). 

Source: [own calculations]

distribution of random component is confirmed in the following graph 
W = 0.7831; p = 0.8922. 

statistically significant. There are no statistically significant deviations from normality.

togram of residuals   

Source: [own calculations] 

ty− −6741.0

l component is not correlated) been verifie
The next table shows values of autocorrelations of residual 

component and the assumption about not correlated of residual has been verified. 

Ljung Statistic

df 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
 

Source: [own calculations]

distribution of random component is confirmed in the following graph 
W = 0.7831; p = 0.8922. The test is not 

statistically significant. There are no statistically significant deviations from normality.

 
Source: [own calculations] 

+6  (5)

been verified 
The next table shows values of autocorrelations of residual 

 

Ljung Statistic 

Sig.b 

0,000 
0,000 
0,000 
0,000 
0,000 
0,000 
0,000 
0,000 
0,000 
0,000 

 

Source: [own calculations]

distribution of random component is confirmed in the following graph 
The test is not 

statistically significant. There are no statistically significant deviations from normality. 

Source: [own calculations] 

(5) 

d  
The next table shows values of autocorrelations of residual 

Source: [own calculations] 

distribution of random component is confirmed in the following graph  
The test is not 

Source: [own calculations]  



 

2.3 Short 

Graph shows the 

Point and interval forecasts (95%

Tab. 5:  Prediction of the number unemployed
Quarter

1.Q/2015

2.Q/2015

3.Q/2015

4.Q/2015

1.Q/2016

2.Q/2016

3.Q/2016

4.Q/2016

In 2015 we can expect
The lowest number of the unemployed is expected in the third quarter 2016.  The reason 
may be seasonal work in construction.

3 The second equation 

The second equation is related to the labour d
demand registered at the labour offices. This unsatisfied labour demand is expressed by free 
jobs or its change is determinated by the educational structure of free jobs, by the regional 
economy output, registere
exponential equation can be re

where:    
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Graph shows the real and predicted time series.
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The lowest number of the unemployed is expected in the third quarter 2016.  The reason 
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The second equation  

The second equation is related to the labour d
demand registered at the labour offices. This unsatisfied labour demand is expressed by free 
jobs or its change is determinated by the educational structure of free jobs, by the regional 
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exponential equation can be re
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The lowest number of the unemployed is expected in the third quarter 2016.  The reason 

seasonal work in construction. 

The second equation is related to the labour d
demand registered at the labour offices. This unsatisfied labour demand is expressed by free 
jobs or its change is determinated by the educational structure of free jobs, by the regional 

d unsatisfied labour supply and average wage. Regression 
exponential equation can be re-written as linear:

ln;ln;ln sZ vv
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vEDU,t  the number of officially free jobs according to the required educational structure  
vz,  vs, vv  - primary, secondary and university degree education),  

vGDP,t  gross domestic product in CZK. 

Concerning demand (6) the positive influence of educational structure of free jobs is 
supposed. The economic growth expressed by the change of GDP should encourage 
regional economy and stimulate higher number of free jobs (positive relation). Based  
on Beveridge´s curve we suppose negative influence of variable lnu on lnv. If we regard the 
nominal wage growth in the wider context than the average wage change should positively 
influence the change of free jobs number. 

Tab. 6: Regression coefficients 
 B Std.Error t Sig. 

Constant 2.191 0.293 7.478 0.008 

ln vz 0.614 0.063 9.746 0.000 

ln vs 0.312 0.075 4.16 0.000 

ln vGDP, t – 1 0.421 0.068 6.191 0.000 

Source: [own calculations]  

015.2;981.0;ln421.0ln312.0ln614.0191.2ln 2
1, ==+++= − DRvvv adjtGDPszt . (7) 

The last estimate of the equation for the labour demand in the Czech Republic can be 
statistically and economerically successfully verified and may be used for the prediction. 

Tab. 7:  Prediction of the unsatisfied labour demand in the Czech Republic 
Quarter Actual value Point prediction Interval prediction 

1.Q/ 2015 66 111 68 389 (63 176;  73 121) 

2.Q/ 2015 91 140 90 286 (86 102;   94 987) 

3.Q /2015 103 477 101 357 (95 648; 107 142) 

Source: [own calculations]  

The final summary of the success of the prediction of the unsatisfied labour demand 
expressed by the number of available jobs shows that the actual values of available jobs 
registered at job centres are inside the 95% confidential interval. 

Conclusion 

Statistical verification has been successful in both cases. From the viewpoint  
of economic interpretation the results of the estimated labour market model in the Czech 
Republic in 2000 – 2014 can be summed up as follows: The change in the number  
of the unemployed has been influenced by the change in the age structure of applicants  
– namely between 20 and 49 years of age and more than 50 years old. The change of the 
unsatisfied labour demand has been influenced by education structure demanded  
for available jobs, principally for workers with basic and secondary education. 

With unemployment facing many countries, therefore it is important to capture the trend 
in unemployment. Box-Jenkins model used is a highly flexible, so it is highly likely, that 
unemployment will develop according to the above model if there is absence of government 
intervention that would significantly change this trend. 
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