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Abstract: Frequent requirement in processing the data from information systems is to find 
the appropriate analytical expression for the relation among variables or quantities and 
the possibility of accurate graphical representation of this expression. This paper is focused 
on the standard and non-standard tools in Microsoft Excel by means of which it is possible to 
achieve these requirements. 
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curve. 

1. Introduction 
The implemented sophisticated tools for data analysis enable the user to carry out financial, 

engineering and statistical analysis of the data from information systems, therefore this 
application is widely used in many areas of economic practice. If the user is not a 
mathematician, then Microsoft Excel is often the only mathematically oriented program 
which the user has to his disposal. 

A frequent requirement in processing the data from information systems is to find the 
analytical and graphical representation of the processed data. There are two basic approaches 
to interpret the processed data: approximation and interpolation. In the case of approximation, 
the resulted characteristic in graphical representation does not pass precisely through the data, 
only the data trend is satisfied. This way of interpreting the processed data can be used when 
studying the long-trend of the data. In the case of interpolation, the obtained characteristic 
passes precisely through the processed data and its shape between known values is given by 
the used mathematical model. This description is more sensitive and it is suitable when the 
detailed short-term trend is pursued and all deviations in this trend are important. 

By means of implemented tools and functions in Microsoft Excel, it is, in simpler cases, 
possible to find an analytical expression of dependence among the processed variables using 
methods of regression analysis. Here, the resulted characteristic is the approximation model of 
the data. However, if the interdependence of the data is not evident, or if the input values are 
to be interpolated, these cases cannot be straightforwardly solved by standard tools in 
Microsoft Excel. 

This paper is organized as follows: Section 2 concerns with the possibilities and 
restrictions of standard graphical and analytical tools which are implemented in Microsoft 
Excel. In section 3, the principles of suitable mathematical models for interpolation are 
presented, and the summary is given in Conclusion. 

2. Standard tools of Microsoft Excel 
The standard implemented tools and functions of Microsoft Excel offer the user the 

following options for the graphical representation and analytical expression of relationship 
among the input data: plot the input data on a chart and find analytical relationship using 
methods of regression analysis. 
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1) Graphical representation 
To create a chart, the user has to enter the input data for the chart to the worksheet first. 

The user is limited by the choice of the chart type. Only the XY (Scatter) chart enables to plot 
the characteristic – curve as a graph of dependent variable on the independent variable. 
The plotted curves can be expressed explicitly or parametrically. All remaining chart types in 
Microsoft Excel only divide the x-axis into the appropriate number of equidistant segments 
according to the number of data categories which have to be displayed. In Fig. 1, there is 
comparison of graphical representation of the function y = 1/x plotted in XY (Scatter) and 
Line charts. It is obvious that the shape of characteristic in Line chart is distorted. 

 

Fig. 1: Comparison of the characteristics in XY (Scatter) and Line charts 

XY (Scatter) chart allows plotting numerical values of the independent variable on the x-
axis and calculated function values of the dependent variable on the y-axis. The graphical 
representation of the dependence between input data can be plotted as a polyline (points are 
connected by line segments), or a smoothed line, see Fig. 2. 

 

Fig. 2 Polyline or smoothed line in the XY(Scatter) chart 

Precise calibration of the chart is impossible, therefore the shape of the plotted 
characteristic may be deformed with any change of the shape and size of all objects in the 
graph (e.g. legend, title, axes labels, etc.). If the main goal of graphical representation is to 
obtain the characteristic in its true shape (without distortion caused by different size of the 
axes division), it is necessary to be very careful during editing of these objects. 
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2) Analytic representation 
The user has no access to the information either about the actual mathematical model used 

to plot the smoothed line (Fig. 2) or about its analytical expression. This fact can be 
considered a big disadvantage for further data processing. 

A possible analytical expression of the dependence between individual variables can be 
determined using the methodology of regression analysis. The user can add a regression curve 
– trendline – to the selected characteristic in the chart. The types of regression curve which 
are offered in Microsoft Excel is a straight line (in the case of linear dependence) or 
polynomial, power, logarithmic and exponential curve (in the case of nonlinear dependence). 
All these curves are fitted using the least squares method. Type of the regression curve can be 
chosen by the user interactively according to the form of the input data. 

The corresponding correlation equation can be plotted together with the regression curve. 
The example of the obtained polynomial trendline of 2nd and 6th degree and their equations are 
shown in Fig. 3. The set of input points is the same as the set of points depicted in Fig. 2.  

 

Fig. 3 Polynomial trendline 

There are disadvantages of regression analysis methodology as follows. The user has to 
know that the calibration of the chart axes cannot be performed, therefore the shape of the 
displayed curves can be deformed. The methodology of regression analysis can be used only 
in a limited number of simpler cases. If the input data is to be fitted by the appropriate curve, 
the regression analysis can not be used.  

3. Non-standard tools in Microsoft Excel 
In order to overcome the above mentioned limitations of standard tools of Microsoft Excel, 

a procedure for graphical and analytical solution of interpolation problem was developed. 
This procedure allows a user without specialized mathematical skills to find the appropriate 
interpolation model for processed data. The procedure is programmed in Visual Basic for 
Applications as Interpolation add-in [3]. The interpolation method used in Interpolation add-
in is based on so called Hermite interpolation [1] which is a special case of NURBS (Non-
Uniform Rational B-Spline) representation [4] widely used in computer graphics. Here, the 
mathematical theory of this method is described. 

 The Hermite interpolation curve is defined by the series of given points (input data) 
P0, P1, …, Pn and geometric conditions in these points – e.g. the magnitude and direction of 
tangent vectors as well as the vectors of second derivative at these points. 

0 

1 

2 

3 

4 

5 

0 1 2 3 4 5 6 
0

1

2

3

4

5

0 1 2 3 4 5 6

Polynomial of 2nd degree Polynomial of 6nd degree 

y = -0.30x2+1.62 x+1.61 y = -0.03x6+0.51x5-3.6x4+12.85x3-22.30x2+17.13x-0.01



163 

Here, the segment of designed interpolation curve of 3rd degree is defined by two 
consecutive endponints Pi, Pi+1 from input data and tangent vectors P’i, P’i+1 at these 
endpoitns. Vector equation of one segment of the resulted curve is 
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The magnitude and direction of tangent vectors significantly influences the shape of the 
resulted curve. The Interpolation add-in offers four methods different in the way of 
calculating tangent vectors: L-interpolation, N-interpolation, D-interpolation and natural 
spline interpolation. 

1) L-interpolation method 
 This method is suitable in the case of uneven distribution of input data. The shape of the 

curve obtained by this method is satisfied in majority of practical cases. Unknown tangent 
vectors required to calculate Eq. (1) are determined as follows [2]: 
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Coefficients di represent correction of the length of calculated tangent vectors. It is a linear 
function (therefore “L”-interpolation) of the angle γi, which is an angle between two 
consecutive straight line segments Pi-1Pi and PiPi+1: 
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where dmin = 1 and dmax = 3 are empirically specified. di reaches the maximum value 1 
which corresponds to the angle γi = 180° and minimum value 1/3 for the angle γi = 0°. 

The resulting characteristic obtained by L-interpolation method is shown in Fig. 4. Its 
shape is very similar to the shape of the smoothed line from Fig. 2. L-interpolation method is 
suitable in majority of cases in economic practice. 

2) N-interpolation method 
Tangent vectors for N-interpolation method are calculated according Eq. (2), but correction 

of their length is a non-linear (therefore “N”-interpolation) function of the angle between two 
consecutive straight segments Pi-1Pi and PiPi+1: 
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The minimum and maximum values dmin = 1 and dmax = 3 are empirically specified too. 
The introduction of non-linearity into Eq. (4) has a great influence on the resulting shape of 
the characteristic, see Fig. 5. The overshootings of the curve are strongly reduced, therefore 
this model can be used in the case of highly uneven distribution of the processed data. 
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 Fig. 4 L-interpolation Fig. 5 N-interpolation 

3) D-interpolation 
D-interpolation method is a method proposed in [5]. The unknown tangent vectors are 

calculated as follows: the tangent vectors P’i , i = 1, 2, …, n-1, at all internal points is given as 
the image of the vector iii PPb 1−=  in the orthogonal mapping to the bisector ai of the angle 

φi between vectors iii PPb 1−=  and 1+= iii PPc , see Fig. 6.   
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Fig. 6 Determination of tangent vector in D-interpolation 

The curve which is constructed according D-interpolation method [5] does not pass 
through the initial point Pi and the end point Pn, because the tangent vectors at these points are 
not defined. In Interpolation add-in, the tangent vectors Pi and Pn are calculated according Eq. 
(2). The result obtained for the same data as in L- and N-interpolations is shown in Fig. 7. The 
D-interpolation method is possible in the case of highly even distribution of the processed 
data. 

4) Natural spline interpolation 
 The above mentioned methods L-, N- and D-interpolation satisfy the condition for 

continuity of first degree (first derivative is continuous along the whole curve). To cover more 
strict continuity requirements, the natural spline method [1] is available in Interpolation add-
in. The natural spline interpolation satisfy two end conditions 

0,00 =′′=′′ nPP   (6) 

and tangent vectors at all internal points P’i , i = 1, 2, …, n-1, are calculated from the 
condition for continuity of second degree (second derivative is continuous along the whole 
curve). The resulted curve obtained by natural spline interpolation is depicted in Fig. 8. 
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 Fig. 7 D-interpolation Fig. 8 Natural spline interpolation 

4. Conclusion 
The graphical and analytical representation of the data from information systems by means 

of standard and non-standard tools of Microsoft Excel are described in this paper. In simpler 
cases, it is possible to find analytical representation of processed data using methods of 
regression analysis. In general, this approach is not applicable and Microsoft Excel can not be 
straightforwardly used. To overcome this limitation, the mathematical theory of four 
interpolation methods is presented and graphical representation of the same set of processed 
data is shown. These mathematical models can to be recommended to use when the detailed 
short-term trend is pursued and all deviations in processed data are important.  
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