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Abstract

Synthesized-reference-wave holographic techniques offer relatively simple and cost-effective measurement of antenna radiation characteristics and reconstruction of complex aperture fields using near-field intensity (power) pattern measurement. The near field is over-sampled. The phase is obtained indirectly, using the reference signal shifted linearly with the position of the probe. These methods allow utilization of advantages for probe compensation for near-field amplitude and phase measurements for planar and cylindrical scanning, including accuracy analyses. Descriptions are given of holographic near-field measurements using probe compensation for planar and cylindrical scanning, and numerical simulations. A comparison of holographic near-field and far-field measurements with and without probe compensation is presented.
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1. Introduction

Near-field measurements provide a fast and accurate method for determining the antenna's gain, pattern, polarization, beam pointing, etc. In contrast to conventional far-field methods, near-field antenna-measurement methods use a measuring probe in the radiating near-field region of the antenna under test (AUT). The far-field radiation pattern of the AUT must then be indirectly computed from the measurements made in the near-field region. Several methods for near-field antenna measurements have been proposed.

The standard complex (amplitude and phase) near-field measurements are used in the most common near-field technique. The methods use probe compensation for the amplitude and phase of the near-field measurements for planar and cylindrical scanning, and are well known [1-12]. However, the standard near-field measurement can be sensitive to phase-measurement errors. Moreover, the high cost of vector measurement equipment could limit accurate phase measurement at high frequencies. The problem of retrieving the full complex field distribution from the knowledge of amplitude data alone has therefore met with considerable interest, and many papers related to amplitude-only near-field measurements have been presented [13-28].

Indirect holographic imaging is a technique that has found widespread use at optical frequencies. It differs from standard complex (amplitude and phase) near-field measurements in that the complex fields are not measured directly, but are reconstructed from simple scalar measurements. This technique does have the advantage of not requiring the use an expensive vector analyzer, as only power measurement is required. It also enables the complex plane-wave spectrum and aperture fields of the AUT to be reconstructed from the measured scalar intensity pattern. The hologram is an interference pattern, produced by combining the signal from the AUT with a phase-coherent reference signal. The antenna’s far-field patterns or aperture fields are then reconstructed from the recorded hologram. A disadvantage of this technique is that two terms containing information about the complex plane-wave spectrum are produced. These terms must be separated, in order to obtain the radiation characteristics of the AUT [17-19].

It is difficult to determine who first discovered the idea of synthesized-reference-wave holography (when the phase of the reference signal is shifted linearly with the position of the probe, and the near field is oversampled), which offers relatively simple and cost-effective solutions. This method overcomes the disadvantages of indirect holographic imaging. Certainly, reference [20] does not describe the new method. However, it gives new and interesting ideas and results for indirect holographic techniques. It also states...
that similar ideas were suggested by Deschamps (1967). However, another publication can be considered [3], which cites Napier’s PhD thesis (1971; see footnote 2), and [17, 21, and 22], which expand the ideas given for probe-compensated near-field measurements.

Synthesized-reference-wave holography was proposed in a PhD thesis [21] where several aspects were thoroughly analyzed (these methods allow utilizing the advantages of methods for probe compensation of amplitude and phase near-field measurements for planar and cylindrical scanning [1-12], including accuracy analyses). Most of the results have been published [22-28], such as a description of holographic near-field measurements using probe compensation for planar and cylindrical scanning, a comparison of holographic near-field and far-field measurements with and without probe compensation, accuracy analyses using mathematical models considering random processes with correlation intervals, numerical simulations considering random errors as well as deterministic errors, and processing of measurement statistics. On the other hand, references [22-28] contain not only results from PhD theses, but other results are added. This work summarizes some of the cited results (as some papers and the PhD theses are only in Czech), and gives some new results obtained by numerical simulations.

The validity of this technique was checked initially by numerical simulation, and later by experimental results. Cylindrical scanning was considered for radar fan-beam antenna testing [29, 30] and therefore very thorough analyses have been performed. Synthesized-reference-wave cylindrical surface measurements were carried out.

2. Near-Field Measurements for Planar and Cylindrical Scanning

Indirect holographic near-field measurements using a synthesized reference wave with probe compensation for planar and cylindrical scanning were derived [21, 22] considering well-known methods of probe compensation for amplitude and phase near-field measurements for planar and cylindrical scanning [1, 6]. A block diagram of synthesized-reference-wave holography is shown in Figure 1 [22], where the signal is recorded using a simple electric-field intensity (or possibly power) detector. It can be noted that this block diagram is basically the same as [20, Figure 4]. The reference wave is derived from the signal fed to the AUT by separating part of the signal fed to the AUT. This signal is fed forward via a transmission line, a phase shifter, and possibly a variable attenuator, to be combined with the sampled near-field signal of the AUT. The sampled near field is measured in exactly the same manner as used in conventional near-field measurements.

Considering one-dimensional scanning (along the x axis), and a synthesized reference signal with a linear phase change \( Ce^{-jax} \) (which simulates a plane wave propagating in the x direction with wavenumber \( a \)), the following equation for the output signal (formed by the sampled near field, \( E(x) \), and the synthesized reference signal, \( Ce^{-jax} \)) can be obtained:

\[
v(x) = |E(x) + Ce^{-jax}|^2 = |E(x)|^2 + |C|^2 + C^*E(x)e^{jax} + CE^*(x)e^{-jax}.
\]

Depending on the equipment used, the received signal can be proportional to the power, \( v(x) \), or to the electric field, \( \sqrt{v(x)} \), when the resultant output power (or amplitude) is recorded. The amplitude of the reference signal, \( Ce^{-jax} \), can be kept constant by a suitable adjustment of the reference-signal attenuation. It is approximately equal to the maximum of \( E(x) \) (\( |C| \) is chosen). The required linear phase shift can be implemented by variation of the phase shifter. The term \( |C|^2 \) can be easily removed. Actually, it can be measured directly, if the AUT signal is disconnected or strongly attenuated. The Fourier transform of Equation (1), i.e., the complex plane-wave spectrum (PWS) with spatial frequency \( k_x \), is

\[
F[v(x)] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} [E(x)]^2 + |C|^2 + C^*E(x)e^{jax} + CE^*(x)e^{-jax}]e^{-j k_x x} dx
\]

This can be simplified for \( |k_x| < k \) using a suitable constant \( a \). Multiplying by \( e^{-jax} \) corresponds to a shift. If it is known that \( F[E(x)] = 0 \) for \( |k_x| \geq k_2 \) and \( F[|E(x)|^2] = 0 \) for \( |k_x| \geq k_3 \), then

\[
F[v(x)e^{-jax}] = F[C^*E(x)]
\]

for \( |k_x| < k_1, 2a > k_1 + k_2, a > k_1 + k_3 \), and the other terms are equal to zero for \( |k_x| < k_1 \). The plane-wave spectrum can be shown to be bandlimited [1, 3]. Actually, the plane-wave spectrum becomes negligible beyond the limits \( k_1^2 = k_2^2 = (2\pi / \lambda)^2 \), where \( \lambda \) is the wavelength (for separation distances between the aperture and scanning planes of greater than a few wavelengths). Therefore, \( k_1 = k_2 = k_3 > k \) can be chosen. The described plane-wave spectrum and bandlimited properties are demonstrated by the numerical simulations given below.

The utilization of numerical methods of integration would be an approximation that introduces computational errors unless the sample increments approached zero. Fortunately, the relevant functions can be shown to be bandlimited, and thus sampling theo-
Figure 2. The input sequences (near-field distributions) $E(i)$.

Figure 3. The near-field measurement simulations of $v(i)$.

Figure 4. The FFT according to Equation (8).

Figure 5. The plane-wave spectrum multiplied by the Hamming window spectra.

Figure 6. Near-field reconstructions using Hamming window spectra.


73
remes can be applied to prove that the conversion of the integrals to summations introduces no error (or negligible error, since real antennas are not quite perfectly bandlimited) if the sample increments are chosen to be less than a given finite value. When the fast Fourier transform (FFT) is used, the sample spacing, \( \Delta x \), and the number of samples, \( N \), determine the wavenumber sample, \( \Delta k_x \), through the following equation:

\[
N\Delta k_x = 2\pi/\Delta x.
\]

(4)

The above approach can be easily extended. The following is used for planar scanning:

\[
F\left[ v(x,y)e^{-j2\pi k_x x} \right] = F\left[ \mathcal{C}^{2}\mathcal{E}(x,y) \right].
\]

(5)

For cylindrical scanning with \( \eta, \phi, z \) coordinates, it is possible to write

\[
F\left[ v(\eta,\phi,z)e^{-j2\pi k_x x} \right] = F\left[ \mathcal{C}^{2}\mathcal{E}(\eta,\phi,z) \right].
\]

(6)

This allows using the advantages of the methods for probe compensation for amplitude and phase near-field measurements for planar and cylindrical scanning [1, 6]. In fact, the FORTRAN codes for cylindrical scanning for amplitude and phase for synthesized-reference-wave near-field measurements [21] differ only by a few lines (most changes are due only to different input data).

For planar scanning, the plane-wave spectrum becomes negligible beyond \( k_x^2 + k_y^2 = k^2 \) (for separation distances greater than a few wavelengths), and thus the sampling theorem yields a maximum data-point spacing of \( \Delta x = \Delta y = \lambda/2 \).

For cylindrical scanning, the relevant functions are bandlimited as well, and sample spacings of \( \Delta r = \lambda/2 \) and \( \Delta \phi = [\lambda/(2r_m + \lambda)] \), where \( r_m \) is the radius of the sphere surrounding the test antenna, can be chosen for amplitude and phase measurements. This means that the angular sampling increments for cylindrical scanning are independent of the scan radius, \( \eta \).

Similarly, the sampling criteria can be applied to fulfill the assumptions of Equation (2). In this case, oversampling should be used, as the plane-wave spectrum of any (non-shifted) term should be negligible beyond \( k^2 \), and therefore the sample spacing should be \( \Delta x = \lambda/6 \) (the term \( |\mathcal{C}|^2 \) can be advantageously removed in advance). However, for axial sampling of cylindrical and rectangular scanning, the data-point spacing must approach \( \lambda/2 \) as the scan distance approaches infinity, regardless of how large a separation distance is chosen between the probe and test antenna, in order to sample the rapid phase variation the probe encounters in the far-out sidelobe region. Of course, if the far field is required only near the main beam direction, the sampling increments of all of the scanning techniques can usually be increased without introducing serious aliasing errors.

The sampling criteria assume that the separation distance between the probe and test antennas is large enough to prevent significant coupling of their reactive fields. For non-super-reactive antennas, a few wavelengths of separation are usually sufficient. However, if the probe scans within the reactive fields of the test antenna, the sampling increments must be decreased to assure accurately computed far fields [1].

If the FFT is applied, the required resolution in the far-field pattern should be considered. A straightforward application of the FFT to near-field data taken at the usual \( \lambda/2 \) (or \( \lambda/6 \) for the synthesized-reference-wave method) data-point spacing specified by the sampling theorem generates output at points too widely spaced to smoothly resolve the far-field pattern. For single cuts in the far-field only a one-dimensional FFT is required, and one can increase the resolution (i.e., decrease the angular separation between far-field points) merely by “zero-filling” the near-field data. Obviously, sufficient zero-filling of a two-dimensional FFT that generates the entire far field of an electrically large antenna would require more RAM and computer time. The electric field can be reconstructed from these samples using the well-known sampling theorem [1], as well. Generally, the post-processing can be done at any time after measurement, and/or another computer could be used for the post-processing. It is not necessary to explain that the progress of hardware and software allows the utilization of modern “user-friendly” tools.

Ideal probes that measure the electric or magnetic field at a point in the near field do not exist, in practice. For example, open-ended rectangular-waveguide probes, commonly used in near-field measurements, have far fields that differ appreciably (in the front as well as the back hemispheres) from the far fields of elementary magnetic or electric dipoles. Thus, for accurate determination of electric and magnetic fields from measurements in the near field, one must usually correct for the non-ideal receiving response of the probe. For planar scanning, probe correction is generally necessary to obtain accurate values of the far field of the test antenna outside the main-beam region, regardless of how far the probe is separated from the test antenna (if a far field is not used). With planar scanning, the probe remains oriented in the same direction (usually, parallel to the boresight direction of the test antenna), and thus it samples the sidelobe field at angles off the boresight direction of the probe. Planar probe correction simply compensates for this off-boresight sampling by the non-ideal probe of the plane waves radiated by the test antenna. For cylindrical scanning, the same argument can be applied in the axial scanning direction to explain why probe correction is generally necessary for cylindrical near-field measurements, regardless of the separation distance between the test and probe antennas [3].

The correct probe-antenna selection can significantly improve the near-field data accuracy. Probes operate as spatial filters on the near-field phase front, as well as working as angular filters in the far field. A higher-gain probe accepts energy over a small angle in the far field, filtering out off-axis energy. The same probe in the near-field “averages” the higher spatial frequencies corresponding to off-axis energy.

High-gain probes are recommended when the far-field responses will be computed over small angular regions. The high-gain probe decreases the aperture-mismatch ratio (which increases signal-to-noise ratio). This is especially significant with large antenna apertures, where the energy density becomes extremely low. Unlike far-field ranges, the loss increases with antenna size because a given amount of energy should cover a larger area. High-gain probes spatially pre-filter the measurements, allowing a lower sampling density. With a low-gain probe, sampling should be performed at less than \( \lambda/2 \) spacing to satisfy the sampling criteria. With high-gain probes, a sampling density of 0.2 samples per
Figure 7. Near-field reconstructions using a rectangular window.

Figure 8. Far-field amplitudes obtained by synthesized-reference-wave holography (solid line) and direct near-field measurements for $\alpha = 3$.

Figure 9. Far-field phases obtained by synthesized-reference-wave holography (solid line) and direct near-field measurements for $\alpha = 3$.

Figure 10. Near-field amplitudes (solid line) and reconstructions using Hamming (---) and rectangular (•••) windows for $\alpha = 3$.

Figure 11. Near-field phases (solid line) and reconstructions using Hamming (---) and rectangular (•••) windows for $\alpha = 3$. 
wavelength or lower can be achieved. The high-gain probe can reduce the effects of off-axis multipath energy by the spatial-filtering technique. Increased mutual coupling between the probe and antenna is counteracted by the lower sampling density. The mutual coupling can be further reduced by placing an isolator in series with the probe. The isolator reduces reflections due to mismatch. Moreover, the x and y positioning requirements in the scan plane are less severe, as high spatial frequency components with rapidly changing phase as a function of scan position have been eliminated. The positioning requirement is based on the maximum allowable phase error. The axial or z positioning requirements are unaffected. Typically, high-gain probes have gains from 15 to 25 dB. The probe is normally a scalar horn, providing good sidelobe suppression. The use of an orthomode transducer will also allow the simultaneous measurement of both polarizations. Low-gain probes (with a gain of approximately 6 dB) are required if the far-field pattern needs to be computed over a large angle. The low-gain probes do not significantly spatially filter the data. Typical probes are open-ended waveguide sections. For high-quality measurements of deep sidelobes, a probe with an axial null is preferred. This type of probe operates as either a high-pass or a band spatial frequency rejecting the main beam. The result is a reduced receiver linearity requirement, since the overpowering main-beam contribution is not present. The physical probe design is similar to a monopulse (auto track) feed horn design. The spatial frequency filtering of the RF probes modifies the far-field pattern. Probe gain correction can be applied prior to or after transformation to the far field to eliminate gain errors [4].

The computed far field of the test antenna will have an error, which does not approach zero as the planar scan area approaches infinity. In practice, this planar-scan error can be shown to be negligible for directive antennas. However, for broad-beam antennas, this can prevent the accurate determination of the far field using planar near-field scanning. In general, planar scanning is limited to determining the fields within the forward solid angular region subtended by the edges of the test antenna and the finite scan area. Cylindrical scanning omits only the biconical angular region formed by the outer edges of the test antenna and the cylindrical scan area of finite height. The method of [10] uses a priori information on the geometry of the AUT and on the overall precision of the acquired data to estimate the near field outside the available scan area. The far-field pattern is then estimated from the measured near-field data using a standard near-field/far-field algorithm, resulting in a considerably extended angular range for the predicted far field. The method of [11] takes advantage of the possibility – present in most of the scanning setups – of moving the probe not only on the scanning surface, but also along the axis perpendicular to it. This possibility allows us to modify the standard planar or cylindrical measurement procedure in order to recover the information contained in the part of the (ideal) scanning surface external to the actual scanning area. Apparently, these methods cannot be used generally, and they ask for some additional information, as lack of information cannot be replaced by any supplementary processing.

There are also limitations and disadvantages accompanying cylindrical scanning. Most directive antennas display approximately planar wavefronts over their main near-field beams. One can thus often learn a great deal about the operation of the test antenna merely by plotting the amplitude and phase of the measured near-field data on planes parallel to these wavefronts. For instance, it is possible to align the panels of a millimeter-wave reflector by plotting the phase contours of near-field data taken on a plane in front of the reflector. Similarly, faulty array elements or banks of elements are often revealed directly in plots of planar near-field data. It is considerably more difficult to take near-field data on planes in front of the test antenna with cylindrical and spherical near-field ranges where the probe is incapable of direct two-dimensional scanning in a plane. Obviously, the far field obtained from cylindrical near-field data could be converted to a plane-wave spectrum, and then the near fields on planes in front of the test antenna could be computed as the inverse Fourier transform of this plane-wave spectrum [3]. Similarly, the far field obtained from planar or cylindrical near-field data using a synthesized reference wave could be converted to a plane-wave spectrum, and then the near fields on planes in front of the test antenna could be computed as the inverse Fourier transform of this plane-wave spectrum.

Some antennas may be too heavy, too fragile, or too deformable to rotate precisely through one cylindrical angle. In principle, cylindrical scanning could still be applied for such antennas by fixing the antenna and moving the probe on a cylinder surrounding the antenna. Although much progress has been made in simplifying the probe correction for cylindrical near-field scanning, this remains more difficult to formulate, understand, and apply than for planar scanning. In addition, the results from the planar error analyses can be reinterpreted to estimate the effect of errors in cylindrical scanning [12]. The near-field technique may be accepted as the most accurate technique for the measurement of power gain, and of patterns for antennas that can be accommodated by the measuring apparatus [3].

Measurement times would make near-field scanning unattractive for antennas that are electrically extremely large. Since the amplitude data should be oversampled, and therefore should be usually recorded at roughly λ/6 in the near field for each polarization at each frequency of operation, it would take hours to scan an antenna with a diameter of more than one hundred wavelengths. Fortunately, the computer time required for processing plane rectangular and cylindrical near-field scanning data typically amounts to a few minutes for such antennas, and thus plane-rectangular and cylindrical near-field scanning could be measurement-time limited rather than computer-time limited.

3. Numerical Simulations

The validity of the technique described has been checked by numerical simulation. Anyone starts to create the mathematical models for numerical simulations as simply as possible. However, the well-known two-dimensional Nyquist sampling theorem [1] should be considered. That means that the FFT can be reliably used for bandlimited functions, considering a sufficient number of sampling points and adequate sampling rate. It is not possible to measure at the aperture, but this must be done at some distance from the aperture. Therefore, amplitudes and phases cannot be uniform (with abrupt changes between the aperture and the other regions) [1, 8, 21]. For example, this is not fulfilled for numerical simulations [20, Section 5] that are rather unrealistic (moreover, a sample spacing of only λ/2 was chosen, i.e., oversampling was not used in those simulations). In this case, strong aliasing is created, and the results cannot be successfully analyzed. Therefore, new results of numerical simulations are presented that are more realistic. As one case of the proposed simulations is not realistic, it is possible to compare various input sequences (near-field distributions) to demonstrate that effect.
Figure 12. Far-field amplitudes obtained by synthesized-reference-wave holography (solid line) and direct near-field measurements for $\alpha = 4$.

Figure 13. Far-field phases obtained by synthesized-reference-wave holography (solid line) and direct near-field measurements for $\alpha = 4$.

Figure 14. Near-field amplitudes (solid line) and reconstructions using Hamming (- - -) and rectangular (•••) windows for $\alpha = 4$.

Figure 15. Near-field phases (solid line) and reconstructions using Hamming (- - -) and rectangular (•••) windows for $\alpha = 4$. 
A typical near-field distribution is one where the phase varies quickly at the edge and the amplitude is small. Therefore, the input sequence, i.e., the near-field distribution, $E(i)$, can be considered to be of the following form:

$$E(i) = \sin^\alpha \left( \frac{\pi}{64} \right) \exp \left\{ j \left[ (i - 32)/32 \right]^2 \beta + j \pi mn/3 \right\}, \tag{7}$$

where $i = 1, 2, ..., 64$; $m = i$ for $i = 1, 2, ..., 11$; $m = 0$ for $i = 12, 13, ..., 33$; and $m = -i$ for $i = 54, 55, ..., 64$; and $\alpha$ and $\beta$ are constants. Numerical simulations can be done using Equations (1) and (3),

$$\mathbf{F} \left[ v(i) e^{-ji2\pi/3} \right] / C^* = \mathbf{F} \left[ E(i) + Ce^{-ji2\pi/3} e^{-ji2\pi/3} \right] / C^* = \mathbf{F} \left[ E(i) \right], \tag{8}$$

for a region of space where the electromagnetic field contains no evanescent waves (the far field of an antenna). Considering this region, the near-field distribution, $E(i)$, could be obtained by the inverse Fourier transform. Some of the numerical simulation results are shown for $\beta = \pi/4$. To increase the resolution (i.e., decrease the angular separation between far-field points), it is possible to add zeros to the near-field data (zero filling). The input sequence, $E(i)$, according to Equation (7) with inserted zeros and changed numbering (therefore, $i$ is used instead of $i$), is shown in Figure 2. The near-field measurement simulations, $v(i)$, using the described method of Equation (1) is shown in Figure 3.

It can be seen that the input sequence, $E(i)$, according to Equation (7) with inserted zeros, is not realistic for $\alpha = 0$, as abrupt amplitude changes occur. Moreover, the sidelobes are changed according to the $\sin(u)/u$ function, and therefore strong aliasing is created. When larger $\alpha$ parameters are chosen, greater sidelobe reduction is achieved and aliasing is diminished. This is clearly demonstrated by the following simulations.

The FFT according to Equation (8), when $E(i)$ is chosen according to Equation (7) and $|C|^2$ is removed, is shown in Figure 4. The three terms of Equation (2) can be clearly distinguished (with maxima for $i = 1$, $i = 42$, and $i \approx 85$). The most important part of the plane-wave spectrum (from the far-field radiation pattern point of view) is in the neighborhood of $i = 1$ (and, thanks to the periodic properties of the FFT, $i = 128$), when $\mathbf{F} \left[ E(i) \right]$ is obtained. Obviously, the assumptions of Equation (3) cannot be theoretically satisfied and aliasing can occur. The assumptions of Equation (3) can be practically fulfilled when greater sidelobe reductions are reached.

Various windows can be used to filter the remainder terms. It is not possible to determine the best window in advance. It could appear that the best choice is the rectangular window when the unused terms of the plane-wave spectrum are equal to zero. That can be used when only the far field is considered, as the inverse Fourier transform (for near-field reconstruction) would create a $\sin(u)/u$ pattern (see below). The properties of the plane-wave spectrum filter were considered in [1], where the Blackman filter was analyzed.

When the Hamming window,

$$w(n) = 0.53836 - 0.46164 \cos \left[ \frac{2\pi n}{N-1} \right] \tag{9}$$

for $0 \leq n \leq N-1$ is used, the plane-wave spectrum multiplied by the Hamming-window spectra, i.e., $\mathbf{F} \left[ w(n) \right]$, with suitable beamwidth (using zero filling) can be computed, as shown in Figure 5.

The plane-wave spectrum multiplied by the Hamming-window spectra can be used for near-field reconstruction. This is shown in Figure 6. The near-field distortion for $\alpha = 0$ due to aliasing can be clearly seen. However, good agreement is reached for greater $\alpha$, as can be found by comparison of Figure 2 and Figure 6.

When the rectangular window (the unused terms of the plane-wave spectrum are equal to zero) is used for near-field reconstruction, $\sin(u)/u$ patterns for the inverse Fourier transform are created, and greater near-field distortions due to aliasing can be clearly seen. This is true not only for $\alpha = 0$, but even for $\alpha = 1$, as can be found by comparison of Figure 2 and Figure 7, where near-field reconstructions using rectangular window are shown.

Detailed comparisons can be done for any $\alpha$. As an example, this was done for $\alpha$ equal to 3 and 4. Figure 8 shows far-field amplitudes obtained by synthesized-reference-wave holography (solid line) according to Equations (7) and (8), and direct near-field measurements, i.e., the FFT of the input sequence $\mathbf{F} \left[ E(i) \right]$ for $\alpha = 3$. It can be clearly seen that both methods gave the same results for the main lobe (in the neighborhood of $i = 1$ and $i = 128$). The sidelobe region was distorted due to aliasing (especially for $20 < i < 100$). Obviously, the distortion was not serious, thanks to a lower sidelobe level (less than $-30$ dB and $-40$ dB, which correspond to the Fourier transforms of $E^*(i)$ and $|E(i)|^2$, respectively). Evidently, if large antennas are numerically simulated (that means a greater number of samples should be used), lower sidelobe levels are reached and aliasing is less critical. It is well known that the plane-wave spectrum of real antennas can be considered to be spatially limited [1, 3], and therefore the assumptions of Equation (3) could be fulfilled.

Similarly, Figure 9 shows far-field phases obtained by synthesized-reference-wave holography (solid line) according to Equations (7) and (8), and direct near-field measurements, i.e., the FFT of the input sequence $\mathbf{F} \left[ E(i) \right]$ for $\alpha = 3$. It can be clearly seen that both methods gave the same results for the main lobe (in the neighborhood of $i = 1$ and $i = 128$). The sidelobe region was distorted due to aliasing (especially for $20 < i < 100$). Obviously, the distortion was not serious, thanks to a lower sidelobe level. If large antennas were numerically simulated, then lower sidelobe levels would be reached and aliasing would be less critical.

Near-field amplitudes are shown by the solid line in Figure 10 for $\alpha = 3$. Obviously, when the FFT and then the inverse FFT of the input sequence $E(i)$ is performed, the result should be the same. The amplitude reconstructions using the Hamming (- - -) and rectangular (•••••) windows are shown for comparison. The near-field amplitudes and amplitude reconstructions were nearly the same. Similarly, near-field phases are shown by the solid line in Figure 11 for $\alpha = 3$. The phase reconstructions using the Hamming (- - -) and rectangular (•••••) windows are shown for comparison.
The near-field phases and phase reconstructions were very similar, but perfect agreement was not reached. However, it could be considered that these discrepancies were due to aliasing, as the spectra were not exactly the same (compare the amplitudes and phases of the individual spectra in Figures 8 and 9). On the other hand, it is difficult to determine which reconstruction was better (or possibly to select the most suitable window).

Figure 12 shows far-field amplitudes obtained by synthesized-reference-wave holography (solid line) according to Equations (7) and (8) and direct near-field measurements, i.e., the FFT of the input sequence $F[E_i]$ for $\alpha = 4$. It can be clearly seen that both methods gave the same results for the main lobe (in the neighborhood of $i = 1$ and $i = 128$). The sidelobe region was distorted due to aliasing (especially for $20 < i < 100$). Obviously, the distortion was not serious thanks to a lower sidelobe level (about $-40$ dB). Similarly, Figure 13 shows the far-field phases obtained by synthesized-reference-wave holography (solid line) according to Equations (7) and (8) and direct near-field measurements, i.e., the FFT of the input sequence $F[E_i]$ for $\alpha = 4$. It can be clearly seen that both methods gave the same results for the main lobe (in the neighborhood of $i = 1$ and $i = 128$). The sidelobe region was distorted due to aliasing (especially for $20 < i < 100$). Obviously, the distortion was not serious thanks to the lower sidelobe level. Thanks to the lower sidelobe levels (compared with the case for $\alpha = 3$), the aliasing was less critical.

Near-field amplitudes are shown by the solid line in Figure 14 for $\alpha = 4$. The amplitude reconstructions using the Hamming (- - -) and rectangular (•••) windows are shown for comparison. Similarly, the near-field phases are shown by the solid line in Figure 15 for $\alpha = 4$. The phase reconstructions using the Hamming (- - -) and rectangular (•••) windows are shown for comparison. As for the previous example (with lower $\alpha$), the near-field phases and phase reconstructions were very similar, but perfect agreement was not reached. However, it could be considered that these discrepancies were due to aliasing, as the spectra were not exactly the same (compare the amplitudes and phases of the individual spectra in Figures 12 and 13). Thanks to the lower sidelobe levels (compared with the case for $\alpha = 3$), the aliasing was less critical. On the other hand, it was also difficult to determine which reconstruction was better (or, possibly, to select the most suitable window).

Obviously, if large antennas are numerically simulated (that means a greater number of samples should be used), lower sidelobe levels are reached and aliasing is less critical. It is well known that the plane-wave spectrum of real antennas can be considered to be spatially limited [1], and therefore the assumptions of Equation (3) could be fulfilled. Therefore, better agreement between near-field and relevant reconstructions could be expected. Generally, the far-field-to-near-field transformations are not correct, as (generally unknown) radiation sources are present inside the far-field region. However, the AUT structure is known a priori, and therefore reconstructions using suitable surfaces and windows could be justified, as it is demonstrated by the given numerical simulations.

4. A Comparison of Holographic Near-Field and Far-Field Measurements

Very useful near-field measurement comparisons of conventional (amplitude and phase) and synthesized-reference-wave methods can be found in [20]. Even though comparisons with radiation patterns measured on conventional far-field ranges would not give a reliable evaluation of near-field techniques [8], it could be very useful when far-field measurements of medium antennas are performed in an anechoic chamber. Therefore, comparisons of holographic near-field measurements using synthesized-reference-wave and far-field measurements on a cylindrical surface, with and without probe compensation, have been done [21, 25] (where the detailed equipment description can be found). Only some of these measurements are shown. The AUT was measured by two different probes, an electric dipole and an open-ended waveguide, for basic and cross polarization, and for various sample distances. The measurement equipment was relatively simple, and various errors were created, such as probe-alignment and position errors. On the other hand, this allowed accuracy analyses using statistical processing of data obtained experimentally, and comparison with accuracy analyses using mathematical models considering random processes with correlation intervals [21].

If the sample spacing is $\Delta z = \lambda/6$ and $a\Delta z = 2\pi/3$, then the space period is $N\Delta z = 2\pi/\lambda \geq 12\pi/\lambda \alpha \geq 4\pi/\lambda$, and the assumptions of Equation (3) are clearly fulfilled. With a phase increment of $2\pi/3$, the phase state was repeated every third line. In practice, this meant that the phase-shifter settings only needed to be changed on three occasions throughout the overall scan (data could be taken for line 1, line 4, line 7, etc., for a zero shifter setting, for line 2, line 5, line 8, etc., for a $2\pi/3$ shifter setting, and for line 3, line 6, line 9, etc., for a $4\pi/3$ shifter setting) [20].

A five-element waveguide-slot array was measured for $\lambda = 32$ mm. Near-field measurements with cylindrical scanning, a
Calculated far-field radiation patterns using Equation (6) and the probe-compensation method [6] for the open-ended waveguide are shown in Figure 17 for near-field measurements with $\Delta z = 5 \text{ mm}$ and $-200 \leq z \leq 200 \text{ mm}$. For the far-field calculation, 128 points were considered (zero received signal, i.e., the reference wave $C e^{-j\omega t}$, was only used for $|z| > 200 \text{ mm}$).

A comparison of near-field and far-field measurements for $\phi = 0^\circ$ is shown in Figure 18. The small differences between individual far-field measurements were created by various measurement conditions. Far-field measurement 1 was performed with a different arrangement of feeding waveguides. Measurements 2 and 3 were performed with the same arrangement of feeding waveguides as for the near-field measurements. However, measurement 2 was performed without absorbers on the floor, and therefore the sidelobe levels were slightly higher. The reasonable agreement among the various near-field and far-field measurements can be noted.

A comparison of radiation patterns for $\phi = 0^\circ$ calculated from near-field measurements with a dipole probe (without probe compensation) and an open-waveguide probe with and without probe compensation are shown in Figure 19. Excellent agreement between the radiation patterns determined from the dipole measurement and the open-waveguide with probe compensation in the vicinity of $\theta = 90^\circ$ was achieved. The calculation without the open-waveguide probe compensation differs from the other calculations (especially for the sidelobe regions). It is well known [8] that the planar scan technique does not give information about the field outside the solid angle $\gamma_{\max}$, formed by the edge of the aper-
ture antenna and the boundary of the scan antenna, i.e., the calculation is not reliable for \( \theta < 90^\circ - \gamma_{\text{max}} \) and \( \theta > 90^\circ + \gamma_{\text{max}} \). The \( \gamma_{\text{max}} \) angles were different, due to various \( \eta_2 \) distances between the \( z \) axis and the probe and the \( z \) coordinate intervals. The values were 63° for the dipole probe and 25° for the open-waveguide probe, i.e., the calculation was not reliable for \( \theta < 65^\circ \) and \( \theta > 115^\circ \) for the open-waveguide probe.

5. Conclusions

Near-field antenna measurement methods, in contrast to conventional far-field methods, use a measuring probe in the radiating near-field region of the AUT. The interest in near-field measurements has been generated primarily by the development of modern, specially designed antennas that are not easily measured on conventional far-field ranges. Plenty of examples where near-field antenna measurements could be more advantageous have been published.

Methods that use probe compensation for amplitude and phase near-field measurements for planar, cylindrical, and spherical scanning are well known. The high cost of vector measurement equipment could limit accurate phase measurement at high frequencies. Moreover, the standard near-field measurement can be sensitive to phase-measurement errors. Therefore, the problem of obtaining the full complex field distribution from a knowledge of the amplitude data alone has met with considerable interest.

Holographic imaging is a technique that has found widespread use at optical frequencies. It differs from amplitude and phase near-field measurements, as the complex fields are not measured directly but are reconstructed from simple scalar measurements. This technique does not require the use of an expensive vector analyzer, as only a field power (amplitude) measurement is required, and the antenna's far-field patterns or aperture fields can be reconstructed from the recorded hologram. The idea of synthesized-reference-wave holography, which offers relatively simple and cost-effective solutions, overcomes some of the holographic imaging disadvantages. Synthesized-reference-wave holography, which expands the ideas for probe-compensated near-field measurements, has been proposed, and several aspects have been thoroughly analyzed. These methods allow employing the advantages of methods for probe compensation for amplitude and phase near-field measurements for planar and cylindrical scanning, including accuracy analyses.

Synthesized-reference-wave holographic techniques offer measurements of antenna radiation characteristics and reconstruction of complex aperture fields using near-field intensity-pattern measurements. The validity of this technique has been checked by numerical simulation as well as experimental results. Even though the FORTRAN code for planar scanning has been debugged, it has not been extensively tested, as it is not very suitable for radar fan-beam antennas. Cylindrical scanning is advantageous for radar fan-beam antenna testing, and therefore it has been considered and very thoroughly analyzed. Synthesized-reference-wave cylindrical surface measurements were carried out, and a comparison of holographic near-field and far-field measurements with and without probe compensation was presented.
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