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Abstract 
This paper describes some theoretical backgrounds of confidence interval construction. The 
order of accuracy that reach the bounds of the confidence interval determined by a standard 
normal method, bootstrap t-method and BCa method is analyzed in a detail way. 
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1  Accuracy and correctness 
Let’s assume that X1, …, Xn is a random sample from distribution with distribution function F, 
and θ   is some parameter of this distribution. Our objective is to create the confidence 
interval for this parameter. The generally used technique is to determine simultaneously lower 
and upper limit of this interval. Now we will consider in successive steps apart the lower and 
apart the upper limit. For the lower limit [θ̂ α ] is valid:    
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We say that the confidence interval limit [α] has the first-order accuracy, if  θ̂
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and the second-order accuracy, if  
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In common use standard normal and Student’s t intervals are of the first-order accuracy, but 
they aren't of the second order accuracy (only in the case of normal distribution of random 
variable X). Some bootstrap methods make possible to determinate intervals of the second 
order accuracy, without dependence on distribution of random variable X. 
 
Correctness is another from the basic terms. Correctness refers, to what degree the potential 
confidence interval limit responds to exact limit. Let’s θ̂ exact[α] is the exact confidence 
interval limit, which matches relation P( θθ ˆ≤ exact [α]) = α. The confidence interval limit 

[α] has the first-order correctness, if  θ̂
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and the second-order correctness, if  
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 Equivalently, the confidence interval limit has the first-order correctness, if  
                                           σαθαθ )))
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and the second-order correctness, if  
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where σ̂  is standard error estimate . Because of θ̂ σ̂ has usually order n-1/2, the relations (1) 
and (2) are equivalent to (3) and (4). 
It can be shown, that correctness of given order implies accuracy of this order. In situation, 
when it is possible to identify the exact confidence interval limits, then the limits obtained for 
standard normal and Student’s t- intervals have only the first-order correctness, while some 
bootstrap methods enable obtaining of the second order correctness limits.  

  2  Approximate pivots  
Model θ = g(µ), where g is any smooth function and µ is mean of distribution F, is usually 
used at studying of  bootstrap confidence intervals. If we estimate mean µ with average 
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1 , then the estimation of the parameter θ is statistics ( )Xg=θ
)

. 

Let’s further consider the variation of estimation θ
)

 in the form θ
)

= 
n

2τ , whereas we again 

assume, that  is any smooth function of µ, it is = h(µ). The sample estimation of   is 2τ 2τ 2τ
( )Xh=2τ) .  

The following problem is, under what conditions is it possible to use the central limit theorem 
for estimation of θ

)
. We will consider following four variables: 
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θ̂ * and τ̂ * are bootstrap analogies of  and θ̂ τ̂  calculated of bootstrap sample. If we have 
known F, the exact confidence interval limits could be based on distribution of U or V. Let’s 
C(x) and D(x) are distribution functions of variables U and V when sampling from F and let’s 
x(α)=C-1(α) and y(α) = D-1(α) are α-quantiles of C(x) and D(x). Then the exact confidence 

interval limits based on pivot variable U are   }xn{P}x)(n{P)x(C 2
1

2
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The first limit is „non-studentized“ based on U, while the second one is „bootstrap-t“ or 
studentized limit based on V.  
Standard normal confidence interval limit is stθ

)
 with normal quantile z(1-α) substituting y(1-α), 

while common t interval use  α- quantile of Student’s–t distribution with n-1 degrees of 
freedom.  

The distribution function F is generally unknown. Bootstrap use estimates C
)

, D
)

 of 
distribution U

)
 and V

)
 from estimated distribution  to estimate C and D.  If F̂ ( ) ( )αα 1−= Cx

))  
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and  )( ) (αα 1−= Dy
)) , the estimated confidence intervals limits are: )( α−1xn][ θαθ
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Following relations are valid for these confidence intervals limits: 
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In the other words the confidence interval limit TSθ

)
 based on V is of the second-order 

accuracy and if we consider θ̂ st to be the “proper” interval, so it is as well of the second-order 
accuracy. It differs from θ̂ st in the term of order O(n-3/2). The confidence interval limit NSθ

)
 

based on U is only of the first-order accuracy.  
The bootstrap confidence interval has to be based on a studentized variable in order to have 
better properties then intervals based on normal approximation. 

 
It is possible to show the reason why studentization is so important. The first four cumulants 
of U are 
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when the common conditions are fulfilled and SK and EK are symbols for skewness and 
kurtosis.  

These cumulants for V are: 
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Functions ( ) ( ) ( ) ( )θθθθ 4321 g,g,g,g  and ( )θ5g  are dependent on θ, but not on n.  
All other cumulants are O(n-1) or smaller. Variation var(V) doesn’t involve any function 
( )θig . The details are described in DiCiccio and Romano (1988) and Hall(1988). 

Applications of C
)

and D
)

 to estimates C and D  is equivalent to estimate  of parameter θ in 
these functions and the result is error O

θ̂
p(n-1/2), which is ( ) ( ) ( ),nOgg /
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, and so on. If these functions are substituted into equation (5), 
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mean, standardized skewness and kurtosis of U
)

 are only O(n-1), far away from corresponding 
cumulants of U, but 

                       ).n(O)U(var)U(var 2
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This causes that confidence interval limit based on U

)
 is only first-order accuracy. On the 

other hand var(V)=1+O(n-1), var ( ) ( )11ˆ −+= nOθ , so that the estimate doesn’t run the error 
O(n-1/2). The result is confidence interval limit based on V

)
, that is of the second-order 

accuracy. 

3  BCa confidence interval limits  
 
the α-percentage BCa confidence interval limit is given with relation  
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where  is distribution function of booststrap replications Ĝ θ̂ *,  and  are bias 
a acceleration  and Ф is distribution function of standard normal distribution. It is possible to 
show that BC

0ẑ â

a interval is also the second-order accuracy:                                   
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The bootstrap-t confidence interval limits and BCa confidence interval limits are second-order 
accuracy: 
                                    ),n(O][][ 1

STUDBCa
−+= αθαθ

))
                                                            

 
so that according to definition of  correctness accepted in the introductory part also θ̂ BCa  is of 
the second-order correctness. The proof of these matters is based on Edgeworth series of C(x) 
and D(x)  and it is possible to read it in Hall (1988). 
 

As bootstrap t- method and BCa method enable us to obtain confidence intervals of the 
second-order accuracy, the main advantage of the BCa method is its property of 
transformation respecting. BCa interval parameter ( )θγ r= , based on ( )θγ

)) r=  (where r is 
increasing function) can be obtained, when we use transformation r(.) for BCa interval limits 
for θ based on . Bootstrap t-method doesn’t respect transformation and can work not 
successfully if it is used with wrong scale. This method is correct for parameter’s 
determination. The difficulty of its application is in specification of transformation r(.). This 
problem can be solved by stabilization of variance method. Interval that arises by the help of 
this technique is as well of the second order accuracy and correctness.  

θ̂

Principles of BCa interval construction 

BCa interval is based on following model. We assume the existence of such a transformation 
r(.), that ( )θγ r= , ( )θγ

)) r=  ( )θφ m= , ( )θφ ˆˆ m=  and stands 
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 where 1 )].(a.[sese 00
γγγγ 0−+=    γ  is some basic point in the scale of γ values.  

ias from ideal transformation:  
tra
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The generalization involves three components that capture b

nsformation r(.), bias correction  z0 and acceleration a. 

The percentile method generalizes normal approximation with admitting of transformation 
of r(.) by the help of θ and θ̂ . BCa method add further frame  of z0 and a, both are Op(n-1/2). 
Bias correction z0 explains the possible bias of estimation of γ) , hiw le acceleration constant a 
explains possible changes of standard deviation of estimation of γ) . 

Model (6) is used at solution of many problems and it is of the second-order correctness, 
which means that the approximation error is in principle Op(n-1). On the other hand the error 
of normal approximation is generally Op(n-1/2). This means that confidence intervals 
constructed under assumption (6) will be in principle of the second order accuracy and seco
order correctness. All three components in (6) are needed to reduction of error to O

nd 

that model (6) is exact. Then the exact limit of 1-α percentage confidence 
int
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Let’s G is distribution function ootstrap variable θ̂ .  
If w [ ]αγ  in θ scale by the help of inverse transformation r-1(.), we 
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his is the exact limit of BC
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rval. The distribution function G can be 
st ated with bootstrap distribution function G*. 

t ndard normal distribution with distribution function Φ, the 
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We get by substitution o θ  with its estimation     
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The acceleration constant a has meaning given by relation (6). It measures degree of 

changes of standard

−− =≤=                                 

 error in standardized scale. The good approximation for a in the one-

                                              

parameter model is 

 )X,(LSKa iθθ ln
6
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here
 

 )X,(L iθln  is the likelihood  function for estimation of θw .  
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