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Abstract. Corporate credit ratings are based on a variety of information, 

including financial statements, annual reports, management interviews, etc. 

Financial indicators are critical to evaluate corporate creditworthiness. 

However, little is known about how qualitative information hidden in firm-

related documents manifests in credit rating process. To address this issue, this 

study aims to develop a methodology for extracting topical content from firm-

related documents using latent semantic analysis. This information is integrated 

with traditional financial indicators into a multi-class corporate credit rating 

prediction model. Informative indicators are obtained using a correlation-based 

filter in the process of feature selection. We demonstrate that Naïve Bayesian 

networks perform statistically equivalent to other machine learning methods in 

terms of classification performance. We further show that the “red flag” values 

obtained using Naïve Bayesian networks may indicate a low credit quality 

(non-investment rating classes) of firms. These findings can be particularly 

important for investors, banks and market regulators. 

Keywords: Credit rating · Firms · Prediction · Concept extraction · Naïve 

Bayesian Network. 

1   Introduction 

Corporate credit ratings are intended to provide capital market participants with an 

evaluation for comparing the creditworthiness (capability and willingness of a firm to 

meet its payable commitments). The evaluation is particularly important for investors 

(institutional and individual), banks and market regulators, because it measures a 

default risk in a benchmark fashion. According to rating agencies such as Moody’s, 

Standard & Poor’s or Fitch, a credit rating is reported to require a variety of 

information necessary for the final evaluation. This information includes financial 

statements, corporate annual & quarterly reports, conference calls, management 

interviews, etc. The information is processed by a group of experts to reach an 

objective and independent rating grade (usually on a rating scale from Aaa/AAA 

denoting the highest credit quality to D representing default or bankruptcy). 



In corporate default prediction literature, previous work has mainly focused on two 

approaches, structural and empirical [1]. The structural approach aims to model 

default probability based on the underlying dynamics of interest rates and firm-related 

indicators such as market capitalization [2]. In the empirical approach, on the other 

hand, the model is learned from data. The research has tended to focus either on the 

estimation of default probability or two-class bankruptcy prediction. This is mainly 

due to the specific characteristics of rating predictions such as the ordinal scaling of 

rating grades and multi-class prediction. Imbalanced classes are another issue to be 

addressed. As a result, it is difficult to measure the performance of prediction models. 

The corporate credit rating is a time-consuming and expensive process, requiring 

an in-depth expert analysis of the underlying information. In recent years, there has 

been therefore an increasing interest in simulating the credit rating process of rating 

agencies through machine learning methods (e.g. [3-16]). These methods include 

hidden Markov models [3], neural networks [4,5], support vector machines [6-9], 

decision trees [10], fuzzy systems [11], rough sets [12], hybrid systems [13,14], and 

meta-learning approaches [15,16].  

However, a major problem with this kind of application is the selection and 

accessibility of input variables (credit rating determinants). The main limitation of the 

above-mentioned studies is the focus on financial ratios (such as profitability, 

liability, or liquidity), which can be easily obtained from corporate financial 

statements.  

Given the results of the studies (see e.g. [8] for a summary), it appears that the 

level of information available in financial data is bounded, resulting into a maximum 

of 80% accuracy for a multi-class problem [6]). This suggests that additional input 

variables are required to obtain significantly better results. This is also in line with the 

methodologies of rating agencies that emphasize the importance of qualitative factors 

in their credit rating process. Additionally, information extracted from firm-related 

textual documents have shown promising prediction ability recently. Specifically, the 

relative frequency of selected word categories in annual reports such as 

positive/negative sentiment [17] and modality/certainty/activity [18] have shown 

highly predictive abilities. Similarly, negative sentiment in news articles was reported 

more important for future credit rating changes compared with positive sentiment 

[19,20]. The research to date has tended to examine predefined word categories 

(dictionaries related to overall sentiment/opinion) rather than the topical content of 

textual documents. For related bankruptcy prediction problem, Cecchini et al. [21] 

extracted words with highest relative frequency from corporate annual reports and 

performed the detection of synonymous words using WordNet ontology. However, 

the above-mentioned studies failed to detect the structures and links between the 

concepts in firm-related textual documents. To bridge this gap, this study was aimed 

to develop a methodology for extracting topical content from firm-related documents. 

We developed this methodology to examine the importance of firm-related textual 

concepts in the highly imbalanced ordered multi-class problem of rating prediction.  

This information is combined with traditional financial indicators to predict 

corporate credit rating. We demonstrate that although financial indicators are critical 

to predict rating grades, textual information may increase prediction performance. We 

believe that this approach may contribute to a greater understanding of the linguistic 

character of firm-related textual documents. In addition, the application of Naïve 



Bayesian networks enables developing the “red flag” values of predictive variables 

indicating the presence of a low credit quality. In contrast to other machine learning 

methods, Naïve Bayesian networks can be considered as probabilistic white-box 

classifiers, facilitating the understanding of complex relationships within the data 

through probability distributions [22]. As far as we know, such probability 

distributions have not been reported in the literature. Subsequently, they can also be 

used to better model default probability in the structural models. 

The remainder of this paper has been divided into four sections. The paper first 

gives an overview of the research methodology applied to predict corporate credit 

ratings. Specifically, section 2 lays out the theoretical foundations of textual content 

analysis and Naïve Bayesian networks, respectively. Section 3 describes the result of 

the content analysis of corporate annual reports. Section 4 provides the results of 

experiments and analyzes the performance of the proposed approach. Finally, section 

5 concludes this paper and discusses its implications. 

2   Research Methodology 

The research methodology (depicted in Fig. 1) includes collection and pre-processing 

of both financial indicators and text information. The relevancy of pre-processed 

words in a particular document were obtained using a traditional tf.idf (term frequency 

weighted with inverse document frequency) weighting scheme, where the relative 

frequency of a word in a document is compared to the inverse proportion of the word 

over the entire corpus of documents [23]. The application of latent semantic analysis 

led to a lower-dimensional semantic space, where topic analysis of the corpus could 

be performed. Then, the two categories of variables (textual and financial) were 

integrated into one prediction model, which consisted of feature selection and 

classification into rating classes.  

2.1 Financial Indicators 

Rating agencies do not make the determinants of corporate credit rating public. 

However, their methodologies suggest that financial indicators represent important 

factors in the corporate credit rating process. In previous studies (see e.g. [10] for a 

review), broader categories such as profitability, liquidity, leverage, and market value 

ratios are usually considered as the most important financial ratios. 

For this study, a set of 35 financial indicators was drawn from the Value Line 

Database and Standard & Poor’s database for 557 U.S. firms (mining and financial 

companies were excluded from the dataset since they require specific financial 

indicators). As presented in Table 1, the set included: (1) size of firms; (2) corporate 

reputation; (3) industry membership; (4) profitability ratios; (5) activity ratios; (6) 

business situation; (7) asset structure; (8) liquidity ratios; (9) leverage ratios; and (10) 

market value ratios. Data for all the financial indicators were collected for the year 

2010.   
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Fig. 1. Reseach methodology. 

Table 1.  List of financial indicators used in this study. 

Category  Indicators 

Size of firms total assets, sales, cash flow, enterprise value 

Corporate reputation shares held by mutual funds, shares held by insiders 

Industry membership Standard Industrial Classification code 

Profitability ratios return on assets, return on equity, return on capital, operating margin, 

net margin, enterprise value/earnings before interest, taxes, depreciation 

and amortization 

Activity ratios sales/total assets, operating revenue/total assets 

Business situation effective tax rate, sales growth 

Asset structure share of fixed assets within total assets, share of intangible assets within 

total assets, non-cash working capital, working capital/total assets 

Liquidity ratios current ratio, cash ratio 

Leverage ratios book debt/total capital, market capitalization/total debts, market 

debt/total capital, net gearing 

Market value ratios dividend yield, 3-year stock price variation, beta, earnings per share, 

stock price/earnings, payout ratio, price-to-book value, high/low stock 

price 

 

The firms were labelled with rating classes obtained from the Standard & Poor’s 

rating agency in the year 2011. The rating classes are defined on the rating scale 

AAA, AA, … , D. Fig. 2 depicts the rating classes along with their frequencies in the 

dataset. Rating classes BBB, BB and B prevailed in the dataset, whereas rating classes 

C and D were not present at all. The frequencies also suggest a highly imbalanced 

classification problem.  



Following recent studies on corporate credit rating prediction, we used feature 

selection procedure to include only informative financial indicators. Feature selection 

was also shown to improve the prediction performance of classification models in 

prior literature [10]. In order to provide the same subset of financial indicators for all 

classification algorithms, we used a correlation-based filter that optimizes the set of 

input variables by considering the individual predictive ability of each variables along 

with the degree of redundancy between the variables [24]. The correlation-based filter 

was chosen mainly because of the ordinal scaling of rating grades. Specifically, the 

rating grades were treated as the problem of ordinal classification. To avoid 

overfitting and feature selection bias, we used 10-fold cross-validation and performed 

the feature selection procedure only on training data, this is 10 times. All financial 

variables selected at least once are presented in Table 2 together with their mean 

values. 

 

 

Fig. 2. Frequencies of rating classes in dataset. 

Table 2.  Mean values of selected financial indicators for rating classes. 

Indicator  AAA AA A BBB BB B CCC CC 

Revenues 120.8 52.2 27.9 12.3 4.2 3.4 1.5 0.6 

ROE 0.30 0.10 0.64 0.22 0.24 -0.03 -0.42 -0.51 

MD/TC 0.03 0.14 0.16 0.26 0.34 0.53 0.60 1.00 

EPS 3.64 4.73 3.25 3.09 2.04 0.85 -0.33 NA 

High/Low 0.21 0.30 0.28 0.33 0.43 0.54 0.65 0.80 

3yr stock var. 0.21 0.25 0.30 0.35 0.50 0.70 0.99 1.41 

PR 0.41 0.53 0.52 0.99 0.40 0.31 0.04 NA 

Dividend yield 0.03 0.04 0.03 0.06 0.02 0.02 0.02 0.00 

Legend: ROE – return on equity, MD/TC – market debt to total capital, EPS – earnings per share, 
High/Low – high/low stock price, 3yr stock var. – 3-year stock price variation, PR – payout ratio, NA – 

missing value. 



2.2 Latent Semantic Analysis for Concept Extraction 

Documents are usually represented in a bag-of-words fashion (only the frequency of 

words matters, their order is ignored) with a very high dimensionality (each word 

representing one variable). However, a lower-dimensional semantic space is favorable 

for topic analysis. This dimensionality reduction can be performed using two general 

approaches, latent semantic analysis (using singular value decomposition - SVD) and 

probabilistic topic models (such as probabilistic latent semantic analysis or latent 

dirichlet allocation). We used latent semantic analysis in order to obtain an 

interpretable semantic model. In latent semantic analysis, semantic space is 

constructed from the SVD of the term-document matrix. In this new space, documents 

with the same concepts but different terms can be found [25].  

SVD [26] is the factorization of the term-document matrix X, which have m lines 

(terms) and n columns (documents), into  

X = U Σ VT, (1) 

where U (m x m dimension) and V is (n x n dimension) are orthonormal matrixes and 

Σ (m x n dimension) is diagonal (diagonal values are the singular values of the matrix 

X). The columns of U are the left singular vectors of the matrix X, and the columns of 

V (or the rows of VT) are the right singular vectors. To compute the SVD is to find the 

eigenvalues and the eigenvectors of XXT and XTX, where the eigenvectors of XTX are 

the columns of V and the eigenvectors of XXT are the columns of U. The singular 

values of X in the diagonal of matrix Σ are the square root of the common positive 

eigenvalues of XXT and XTX. The number of positive singular values equals the rank 

of the matrix.  

In the term-document matrix X, it is important to select an appropriate term 

frequency weighting scheme because simply using the term frequency tends to 

exaggerate the contribution of the terms [25]. Commonly used term-weighting 

schemes, such as tf.idf, can address this issue. 

2.3 Naïve Bayesian Networks 

Naïve Bayesian Networks (also known as Bayesian Networks and Bayesian Belief 

Networks) are probabilistic graphical models that represent knowledge about an 

uncertain domain [27, 28].  Naïve Bayesian Networks consist of a set of nodes and set 

of directed edges between the nodes. Both the nodes and directed edges form a 

directed acyclic graph G. The nodes represent random variables. The edges represent 

direct dependences between the variables. The variables have a finite set of mutually 

exclusive states. All interdependencies are described using conditional probability 

distributions. To each variable with parents there is attached a probability table. Naïve 

Bayesian Networks are based on Bayes’ theorem so that they can reason against the 

causal direction. Formally, a Naïve Bayesian Network B defines a unique joint 

probability distribution P over a set of random variables U [29] as follows: 
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where X1, … , Xn are random variables, and Ɵ represents the set of parameters that 

quantifies the network. Thus, independence assumption is encoded in graph G, this is 

each variable Xi is independent of its non-descendants given its parents in G. 

Naïve Bayesian Networks are used to reason under uncertainty. They can estimate 

certainties for the values of variables that are not observed or their observation is very 

costly. They are also used as a representation for encoding uncertain expert 

knowledge in expert systems [30]. This is usually done by learning Naïve Bayesian 

Networks from data in order to induce a network that best fits the probability 

distribution over the set of training data. Heuristic search algorithms such as hill 

climbing, genetic algorithm or simulated annealing are used to find the optimum 

structure.  

3 Content Analysis of Corporate Annual Reports 

The annual reports (10-Ks forms) of corresponding 557 U.S. firms were collected at 

the U.S. Securities and Exchange Commission EDGAR System. The corpus of 557 

filings was the result of document collection and pre-processing. The average 

document size (in number of characters) was 496,183. We downloaded all annual 

reports in txt format (without amended documents) for the year 2010. Documents that 

only referred to other reports were withdrawn. Similarly, graphics, tables and SEC 

header were removed from the documents before text pre-processing. First, all words 

were converted to lower case letters. Further, linguistic pre-processing included 

tokenization, stemming (Snowball stemmer) and discarding the stop-words in the 

corpus (using the Rainbow stop-word handler). Next, the potential term candidates 

were compared with the WordNet ontology [31] to detect synonyms and the correct 

sense of the terms for the domain (those with the highest score for Economy, 

Commerce or Law domains were chosen following [32]).  

To represent the weights (term-weighting scheme) of the pre-processed words (i.e. 

how important a word is within a document), we used tf.idf as the most common 

approach. In this scheme, weights wij are calculated as follows: 
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where N denotes the total number of documents, tfij is the frequency of the i-th word 

in the j-th document, and dfi denotes the number of documents with at least one 

occurrence of the i-th term. To select the most relevant words, we ranked them 

according to their tf.idf and used the top 1000 for our experiments. The most relevant 

1000 words are usually enough to discriminate document categories from each other 

[33,34].  



To extract the topical concepts from the corpus of corporate annual reports, we 

performed SVD and chose those concepts with singular values greater than 1 (76 

concepts with the maximum singular value of 48.13), see Fig. 3. Further, the concepts 

had to be labeled based on the term importance. In the resulting vector space, 

semantic concepts can be interpreted due to the semantic relatedness between terms 

(they are placed near one another). Each term can be characterized by a weight 

indicating the strength of the semantic association. In other words, the concepts 

represent extracted common meaning components. Table 3 presents the concepts with 

the highest singular values along with the most important terms (largest weights). The 

meanings (labels) were manually assigned to the concepts based on the semantic 

association. 

 

 

Fig. 3. Singular value explained by extracted topical concepts. 

Table 3.  Labels of topical concepts and representative words. 

Label of concept  Most important words 

Corporate restructuring restructur, manufactur, swap, currenc, redempt, … 

Relation to environment manufactur, inventori, environment, labor, long-liv, … 

Investment policy indentur, indebted, construct, lender, libor, … 

Financial restructuring remedi, bond, court, alleg, lawsuit, … 

Legal proceedings court, alleg, licens, lawsuit, violat, … 

Legal proc. implications court, alleg, lawsuit, restructur, redempt, … 

Debt policy redempt, indentur, stock-bas, real, bond, … 

Financial coop. and partnership partner, currenc, merger, enterpris, third-parti, … 

Foreign markets polit, foreign, convert, countri, emerg, … 

Domestic market difficulties american, unfavor, cancel, forc, downturn, … 

E-commerce internet, space, billion, center, expans, … 

… … 

 



Similarly as for the financial indicators, only informative concepts were used in 

subsequent corporate credit rating prediction. Therefore, the correlation-based filter 

was used to optimize the set of concepts. The following concepts were selected at 

least once: (1) corporate restructuring; (2) investment policy; (3) financial 

restructuring; and (4) domestic market difficulties. The mean values of the concepts 

for each rating class are presented in Table 4. These value suggest that firms with low 

credit quality mention corporate and financial restructuring less frequently in their 

annual reports. On the other hand, they used words related to investment policy and 

domestic market difficulties more frequently. 

Table 4.  Mean values of selected topical concepts for rating classes. 

Concept AAA AA A BBB BB B CCC CC 

Corporate restructuring 0.159 0.021 0.018 0.022 0.022 0.022 0.022 0.023 

Investment policy -0.024 -0.019 -0.014 -0.003 0.006 0.011 0.016 0.005 

Financial restructuring 0.007 0.017 0.014 0.014 -0.004 -0.009 -0.011 -0.040 

Domestic market difficulties -0.021 -0.008 -0.011 -0.006 -0.001 0.004 0.008 -0.004 

4 Experimental Results 

To predict corporate credit rating using the combination of financial indicators and 

extracted concepts, we employed Naïve Bayesian network. To compare its 

performance, we performed the experiments also for several commonly used machine 

learning methods such as decision trees (C4.5 and Random Forest), neural networks 

(multilayer perceptron - MLP) and support vector machines (sequential minimum 

optimization algorithm - SMO), as well as statistical methods (logistic regression and 

k-nearest neighbor classifier). As stated above, we used 10-fold cross-validation to 

avoid over-fitting. 

The methods were trained using the settings presented in Table 5. Naïve Bayesian 

network was trained using several heuristic search algorithms, namely a hill climbing 

algorithm, K2 (a hill climbing algorithm restricted by an order on the variables), 

genetic algorithm, and simulated annealing. Bayes scoring function was used to 

measure the quality of a network structure.  

Common classification performance criteria such as accuracy may lead to 

misleading conclusions for imbalanced datasets [35]. Measures such as ROC (receiver 

operating characteristic) curve have been reported more appropriate for imbalanced 

datasets. We adopted this approach and measured the quality of prediction using the 

area under the ROC curve. A ROC is a graphical plot which illustrates the 

performance of a binary classifier system. Therefore, it is necessary to calculate 

average ROC across all classes to measure the overall performance of the methods. 

As reported by [36], the ROC measure has no obvious generalisation to multiple 

classes. However, it can be approximated by averaging the set of two-dimensional 

ROCs. Here we used a 1-vs-rest approach where ROC is weighted by class 

probability estimates [37].  



Table 5.  Settings of machine learning methods. 

Method Parameters and their values 

Naïve Bayesian network Hill climbing algorithm (no. of parents = {1, 2}) 

K2 (no. of parents = {1, 2}) 

Genetic algorithm (descendant population size = 10, population of 

network structures = 5, and no. of generations = 10) 

Simulated annealing (start temperature = 10, decreasing factor delta 

= 0.999, and no. of iterations = 10000) 

C4.5 minimum no. of instances per leaf = 2, and confidence factor for 

pruning = 0.25 

Random Forest maximum depth of trees unlimited, no. of trees to be generated = 

{100, 200, 400}, and no. of variables randomly sampled as 

candidates at each split = log2(#predictors) + 1 

SMO complexity parameter C={20, 21, 22, … , 25}, polynomial kernel 

function with exponent = {1, 2}, RBF kernel function with gamma = 

0.01 

MLP neurons in hidden layer = {22, 23, 24}, learning rate = 0.1, and no. of 

iterations = 500 

Logistic regression Broyden–Fletcher–Goldfarb–Shanno learning algorithm 

k-nearest neighbor k={3, 5} neighbors 

 

Table 6 shows that Naïve Bayesian network performed statistically similar to 

Random Forest, SMO and MLP. The best network structure was found by the K2 hill 

climbing algorithm with 1 parent (represented by the output variable - rating class). In 

order to assess the impact of financial and textual indicators, additional experiments 

were conducted without considering these sets of variables. Table 7 presents the 

results obtained from the sensitivity analysis. Results from this table can be compared 

with the results in Table 6. As can be seen from Table 7, the performance of most 

classifiers significantly decreased when the financial indicators were not used. This 

result confirms their crucial importance in predicting corporate credit ratings. In 

contrast, no significant differences were found between the performances on all 

indicators and those on financial indicators (without textual indicators). However, the 

performance of the best classifiers (Naïve Bayesian network and Random Forest) 

decreased without using textual indicators, suggesting a limited information hidden in 

the text of corporate annual reports.  

Table 6.  Classification performance in terms of average ROC. 

Method Mean±St.Dev. t-value (p-value) 

Naïve Bayesian network 0.9237±0.0751  

C4.5 0.6051±0.2428  6.889 (0.000)* 

Random Forest 0.9252±0.1747 -0.419 (0.676) 

SMO 0.8702±0.2240  1.663 (0.100) 

MLP 0.8754±0.2086  1.642 (0.105) 

Logistic regression 0.8174±0.3005  2.280 (0.025)* 

k-nearest neighbor 0.6204±0.2183  8.653 (0.000)* 

Legend: * significantly worse than Naïve Bayesian network with all indicators at p=0.05 using Student’s 
paired t-test. 



Table 7.  Classification performance in terms of ROC (Mean±St.Dev.) for datasets without 

financial and textual indicators. 

Method Without financial  Without textual 

Naïve Bayesian network 0.7284±0.2208* 0.9221±0.0653 

C4.5 0.5674±0.2458* 0.6365±0.2634* 

Random Forest 0.6543±0.2832* 0.9188±0.1895 

SMO 0.8621±0.0912 0.8691±0.2266 

MLP 0.7608±0.3614* 0.9107±0.0912 

Logistic regression 0.9066±0.2090 0.9207±0.0679 

k-nearest neighbor 0.4929±0.0100* 0.7455±0.2528* 

Legend: * significantly worse than Naïve Bayesian network with all indicators at p=0.05 using Student’s 

paired t-test. 

 

In Table 8, the probability distributions are presented for the input variables (note 

that only average values are shown across 10-fold cross-validation). The probabilities 

were merged to two values (> value / ≤ value) where more than two nodes were 

present for a variable. For example, ROE ≤ 0.128 is a “red flag” value, indicating the 

presence of a low credit quality (P=1-0.82=0.18 for AAA class, … , P=0.77 for CCC 

class and P=0.57 for CC class). Low rating classes (in this case BB, … , CC) are also 

known as non-investment rating classes. In fact, Table 8 indicates a strong change in 

probability distributions for this category of rating classes. Notably, the probability of 

non-investment rating class sharply increases for Revenues ≤ 8675, EPS ≤ 1.47, 

High/Low > 0.416, PR ≤ 0.168, dividend yield ≤ 0.008, financial restructuring ≤ 

0.022 and domestic market difficulties > -0.010. Smaller changes can be observed 

inside the investment (AAA,…,BBB) and non-investment rating classes, respectively. 

Table 8.  Probability distribution for rating classes.  

Variable Value AAA AA A BBB BB B CCC CC 

Revenues >8675 0.82 0.79 0.62 0.34 0.08 0.05 0.02 0.14 

ROE >0.128 0.82 0.79 0.93 0.62 0.54 0.32 0.23 0.43 

MD/TC >0.312 0.18 0.21 0.11 0.36 0.47 0.83 0.77 0.57 

EPS >1.47 0.82 0.89 0.89 0.88 0.62 0.38 0.28 0.71 

High/Low >0.416 0.18 0.21 0.04 0.18 0.51 0.76 0.81 0.57 

3yr stock var. >0.327 0.25 0.35 0.40 0.56 0.86 1.00 0.98 0.88 

PR >0.168 0.90 0.72 0.75 0.73 0.31 0.13 0.07 0.17 

Dividend yield >0.008 0.90 0.72 0.88 0.80 0.43 0.32 0.33 0.50 

Corporate restructuring - - - - - - - - - 

Investment policy >-0.009 0.30 0.17 0.43 0.62 0.82 0.89 0.93 0.83 

Financial restructuring >0.022 0.30 0.39 0.30 0.37 0.10 0.03 0.07 0.17 

Domestic market difficulties >-0.010 0.10 0.39 0.59 0.58 0.72 0.86 0.76 0.83 

Legend: - variable not selected as informative in Naïve Bayesian networks. 

5   Conclusion 

This paper has given an account of and the reasons for the widespread use of textual 

analysis in corporate credit rating prediction. Specific topics such as investment and 



financial policy seem to be particularly important for credit rating assignment. The 

evidence from this study also suggests that capital market participants should pay 

attention to unusually low/high values of selected informative indicators. 

The purpose of the current study was to design a methodology for extracting 

topical content from corporate annual reports. The methodology can also be applied to 

other firm-related documents such as earnings press releases, conference calls, news 

stories, analyst disclosures, and social media. Potential applications of topical content 

analysis include the prediction of future earnings, stock returns, volatility, financial 

fraud, etc. However, this study was limited to traditional latent semantic analysis 

mainly because we aimed to extract an easy-to-interpret semantic space. Probabilistic 

topic models, on the other hand, can be further extended to investigate other linguistic 

structures. Further investigation and experimentation into alternative topic models is 

therefore strongly recommended. For example, latent dirichlet allocation has recently 

been applied to extract topics from corporate press releases [38]. In addition, future 

studies should deal with the strong imbalance of credit rating datasets. Finally, to 

further our research we are planning to integrate the topic model with sentiment 

analysis to extract more informative indicators from firm-related documents. 

The experiments in this study were carried out in Statistica 12 and Weka 3.7.13 

using the MS Windows 7 operation system. 
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